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Abstract
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Doctor of Philosophy

Graduate Department of Physics

University of Toronto

2006

Post-selection is the selection of a subset of an ensemble based on a measurement

on that ensemble. In the last few years, post-selection has taken on new importance

as a mechanism to induce the optical nonlinearities required for quantum logic gates.

I present experiments and theory that explore post-selection in photonic systems.

First, I experimentally demonstrate effective nonlinear absorption between two

single photons. I show that this photon-exchange effect can be understood as a post-

selection induced nonlinearity similar to the one that occurs in Hong-Ou-Mandel

interference.

I then go on to describe an experimental implementation of Hardy’s Paradox,

which is one of the three great thought-experiments about entanglement and corre-

lations in quantum mechanics (the others being the EPR and GHZ “paradoxes”). In

the place of the electron—positron annihilation in the original proposal, I apply, for

the first time, a post-selection-based absorptive photon switch that coworkers and I

had previously developed.

Weak measurement promises to be an important technique for characterizing post-

selected quantum systems during their evolution. The technique minimizes distur-

bance to the system and therefore can be used in situ. In a third experiment, I

attempt to resolve a recent debate: Which is more fundamental — complementarity
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or the uncertainty principle? Specifically, can interference be destroyed by a which-

path measurement without transferring momentum to the particle? This question

is difficult to investigate as any measurement of the momentum transfer causes col-

lapse, severely disturbing the system. I circumvent this problem with the technique

of weak measurement and show that which-path measurements do indeed induce a

momentum transfer as required by the uncertainty principle.

I then proceed to develop theoretically a new method for performing multiparticle

weak measurements that is unique because it does not require single-particle-level

interactions. This theory provides new insight into the importance of the imaginary

component of the weak measurement result.

In a fourth experiment, I use the latter theory and return to Hardy’s Paradox

to perform the first weak measurement of an entangled system. I post-select on the

paradoxical measurement result while weakly measuring a set of observables. The

results are surprising in that they no longer conflict; they now satisfy a classical-logic

truth-table.
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Chapter 1

Introduction

1.1 Context

Over the past 100 years, the strange features of quantum theory, such as collapse

and entanglement, have grown from curiosities to the basis for a whole new field —

quantum information. This transformation has been particularly marked in the field

of quantum optics, which initially was largely focused on the theory and application

of the laser. From the late seventies to the early eighties, this focus began to change

when the first tests of Bell’s inequalities were conducted with photons [1][2], mak-

ing optics the first system in which entanglement was sought out for its own value.

At that time few guessed that this line of investigation would lead to anything but

odd gedanken experiments [3]. In the 80s, however, two remarkable papers not only

broached the possibility that these strange features of quantum mechanics were ac-

tually useful, but also demonstrated this. Specifically, in 1982 Bennett and Brassard

demonstrated that the existence of quantum collapse ensured that elements of a secret

key could be distributed securely by single particles [4]. And in 1985, David Deutsch

introduced the quantum Turing machine and demonstrated that entangled quantum

states could be manipulated to solve a particular mathematical problem faster than

any known classical algorithm [5][6][7]. These two papers gave birth to quantum com-
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munication and quantum computation, the two main branches of the field of quantum

information. Subsequently, many key experiments were first performed with photons,

including quantum teleportation [8][9]?? and dense coding[10].

Despite the predominance of quantum optics in experimental quantum informa-

tion, the search for a suitable physical system as a platform for quantum computing

largely excluded optics. This was because the manipulation of entanglement, in-

cluding the creation of it, was thought to be necessary for quantum computing [11].

However, schemes for quantum computing with optics relied on large nonlinear inter-

actions between single photons [12] to build the quantum gates, such as the C-PHASE,

necessary to manipulate entanglement. The problem was that these nonlinear inter-

actions were, and largely still are, unavailable to us [13].

As I began my graduate work at the University of Toronto, research groups were

becoming adept at producing increasingly complicated entangled states with larger

numbers of photons [14][15]. In addition, we and other groups demonstrated a num-

ber of schemes with enhanced nonlinearities [16][17][18][19][20]. Unfortunately, these

schemes were either technologically prohibitive or had severe restrictions on the condi-

tions in which they could be used. There were still no feasible prospects for quantum

computing with photons. This changed with a surprising paper by Knill, Laflamme

and Milburn (KLM), which showed that a C-PHASE gate could be built with only

linear-optical elements, such as beamsplitters and waveplates [21]. These elements

coupled extra optical modes (known as ancillas) to those containing the qubit pho-

tons. A unique characteristic of KLM’s device was that it only functioned upon

successful post-selection (based on the detection of photons in the ancilla optical

modes). Combined with a couple of other tricks, they showed that quantum comput-

ing with photons was, if not immediately feasible, at least conceivable. The concept of

measurement-induced nonlinearities was later shown to be closely related to the con-

cept of cluster-state computing, in which quantum information processing is driven

by single-particle measurements on a lattice of entangled particles [22][23].
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Nonetheless, our understanding of these post-selected or measurement-driven sys-

tems is still in its infancy [23]. This is compounded by our lack of understanding of

entanglement; the field is still not clear on its definition, the classification of its types,

or its role in quantum computing [24]. This thesis presents a series of experiments

that explore post-selection in quantum mechanics.

First, we describe an experimental demonstration of an effect proposed by John

Sipe, in which there is an effective nonlinear absorption between two single photons.

The two photons, separated by a time interval, pass through an atomic cloud with

a narrow absorption feature. At a particular time interval, we observe an anom-

alous absorption that differs from the product of the absorption of the individual

photons. This photon-exchange effect can be understood as a post-selection induced

nonlinearity similar to that which occurs in Hong-Ou-Mandel interference.

Hardy’s Paradox is one of the three great thought-experiments about entanglement

and correlations in quantum mechanics (the others being the EPR [25] and GHZ

[26] “paradoxes”). John Bell, following EPR, proved what is now known as Bell’s

theorem [27]. This theorem states that any local realistic description of the world

is incompatible with quantum mechanics. A local theory is one in which distant

events and objects can not influence one another. A realistic theory is one in which

a measurement of any property of an object can be predicted with certainty. Or,

more simplistically, properties of objects must be set before they are observed. In

contrast, in the standard formulation of quantum mechanics one can only predict the

probability of a particular measurement result. Closely related are Bell inequalities,

which place restrictions on measurement results solely using standard probability

theory (i.e. no physical theory is assumed). Implicit in this probability theory are

the assumptions of locality and reality. Measurements on entangled systems have

violated these inequalities [1][2] and thus shown that the world is either nonlocal or

not realistic, a rather unpalatable choice for many physicists.

In a similar spirit to John Bell’s work, Lucien Hardy proposed a simple entan-
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gled system in which quantum mechanics predicts measurement results that not only

contradict standard probability theory but also classical logic [28]. In the second

experiment, we implement Hardy’s Paradox using an absorptive switch we had previ-

ously developed [19]. The switch operates at the level of single photons and functions

through a combination of quantum interference and post-selection. This experiment

is the first demonstration of an application using this switch.

Weak measurement promises to be an important technique for characterizing post-

selected quantum systems during their evolution [29]. The technique minimizes dis-

turbance to the system and therefore can be used in situ. In a third experiment, we

attempt to resolve a debate that occurred within the pages of Nature [30][31]: Which

is more fundamental — complementarity or the uncertainty principle? Specifically,

can interference be destroyed by a which-path measurement without transferring mo-

mentum to the particle? This question is difficult to investigate as any measurement

of the momentum transfer causes collapse, severely disturbing the system. We solve

this difficulty by weakly measuring the initial momentum before the which-path mea-

surement and then post-selecting on a final momentum [32]. The difference in the

two momenta is the transfer. This experiment, the first measurement of momentum

transfer in an interferometer, showed that which-path measurements do indeed induce

a momentum transfer, as required by the uncertainty principle.

We then proceed to theoretically develop a new method for performing multiparti-

cle weak measurements. As described above, post-selection has become an important

tool in driving quantum logic gates in linear-optics circuits. However, these gates

involve multiparticle entanglement, and therefore weak measuring typically requires

single-particle-level nonlinearities. Our method is unique because it circumvents this

problem. In addition, the theory we develop reveals the importance of the imaginary

component of the weak measurement result.

In a fourth experiment, we return to Hardy’s Paradox to perform the first weak

measurement of an entangled system. We ask what becomes of the classical-logic
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contradiction when the measurements involved are non-disturbing and thus can be

measured simultaneously. We post-select on the paradoxical measurement result while

weakly measuring a set of observables [33]. The results are surprising in that they no

longer conflict; they now satisfy a classical-logic truth-table. However, this resolution

comes at an expense: One of the entries in the table is negative — an impossible result

for normal measurements, but for weak measurements this is a characteristic of the

entangled Hardy state.

Before describing these experiments in detail, I will first introduce some theoretical

and experimental background.
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1.2 Spontaneous Parametric Downconversion

Spontaneous parametric downconversion (SPDC) is currently the most widely

used source of photons for studies of quantum optics, and particularly quantum in-

formation. Since most of the experiments in this thesis involve SPDC (with the

exception of the double-slit experiment in (chapter 4), a short review of its properties

is useful. In SPDC, an intense pump beam passes through a χ(2) nonlinear crystal

[34][35]. Occasionally, one of the pump photons splits into two downconverted (DC)

photons, which are typically labelled “signal” and “idler”. Since this is a parametric

process (the crystal is returned to its initial state), energy is conserved:

~ωp = ~ωi + ~ωs. (1.1)

For a crystal which is infinite in all three dimensions, momentum is also perfectly

conserved between the three beams:

kp = ki + ks. (1.2)

In the field of nonlinear optics, creating the conditions under which this conservation

is possible is called phase matching [36].

In a crystal with finite dimensions, the momentum conservation (and hence phase

matching) need not be perfect. Typically, the crystal is considered infinite in the

directions parallel to the crystal interface, bx and by, which is correct as long as the
crystal extends beyond the pump beam diameter. Much like in specular reflection

or refraction, spatial invariance along these directions results in perfect momentum

conservation:

~kxp = ~kxi + ~kxs (1.3)

~kyp = ~kyi + ~kys . (1.4)
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However, in the bz direction, which is usually taken to be parallel to the pump propa-
gation direction, a realistic crystal has a finite length of L. This has the consequence

that since the three waves (signal, idler and pump) interact over a finite length, the bz
-component of the momentum only needs to be conserved to within ∼ ~/L for down-
conversion to occur. For a specific pump frequency and direction, the probability that

a pair of downconverted photons will be created depends on the wavevectors of the

photons [37],

P (kp,ki,ks,ωp,ωi,ωs) ∝
¯̄̄̄
¯
Z L/2

−L/2
ei∆kzzdz

¯̄̄̄
¯
2

= sinc2(∆kzL/2), (1.5)

where,

∆kz = k
z
p − kzi − kzs . (1.6)

The finite width of the sinc function implies that there is some probability for down-

conversion even with imperfect momentum conservation. As the crystal gets longer

the sinc function gets narrower and the requirement for perfect phase matching gets

stricter.

Although frequency does not appear explicitly in Eq. 1.5, the downconversion

probability depends on the frequency of the idler, signal and pump waves through

the frequency dependence of the wavevectors, which results from dispersion in the

crystal. For typical crystal lengths (L = 0.1 cm−10 cm), P drops off quickly with

∆kz. Thus, the crystal is usually chosen for perfect phasematching. The search for

materials in which the three beams can be phasematched has been and is still an area

of great research effort. The difficulty arises from the fact that in the type of disper-

sion common to most transparent materials, normal dispersion, the refractive index

increases with frequency. Consequently, the pump wave will typically experience a

larger index of refraction than the downconverted photons, which makes it impossible

to satisfy Eq. 1.1 and Eq. 1.2 simultaneously.



8
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Figure 1.1: a) In spontaneous parametric downconversion a pump photon splits into
a signal (s) and idler (i) photon pair inside a χ(2) nonlinear crystal. b) Inside the
crystal, the wavevectors of the idler and signal photons must add to be equal to the
pump wavevector, conserving momentum. c) Energy is conserved, forcing the idler
and signal frequencies to sum to the pump frequency. The phase of the outgoing
beams must also sum to equal the pump phase.
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One strategy to overcome this problem is to use a χ(2) nonlinear crystal that is

birefringent. The crystal has two different refractive indices, ne for the extraordinary

polarization (along the crystal axis), and no for the ordinary polarization (perpendicu-

lar to the crystal axis). Both of these indices depend on wavelength due to dispersion,

which we model with Sellmeyer equations. Consider light with wavelength λ (in vac-

uum) that travels through the crystal at some angle θ relative to the crystal axis.

The extraordinary polarization is now defined as the polarization component that

lies in a plane formed by the crystal axis and the beam direction. It will experience

a refractive index that is simply a weighted quadratic sum of the two fundamental

indices,

nE(θ,λ) =
1r³

sin(θ)
ne(λ)

´2
+
³
cos(θ)
no(λ)

´2 . (1.7)

Consequently, by changing the angle of propagation one can tune the refractive index

of any of the beams involved until perfect phasematching is achieved. Conversely,

for a set pump frequency and angle, perfect phasematching occurs for signal and

idler photons with a range of frequencies. Each frequency pair in this range, ωs and

ωi = ωs − ωp, occurs at a pair of angles θi and θs such that momentum is conserved.

The experiments in this thesis use Beta BariumBorate (BBO) crystal. This crystal

does not have the highest nonlinear coefficient of any χ(2) nonlinear crystal. However,

the χ(2) nonlinearity is generally a function of the frequency of the fields as well as the

crystal angles. BBO has one of the largest χ(2) nonlinearities when it is angle-tuned

for SPDC from a 400nm pump to 800nm photon pairs. As well, it is hard, and has a

relatively small susceptibility to moisture (compared to other nonlinear crystals such

as Potassium Dihydrogen Phosphate, KDP). Perfect phasematching can be achieved

in two different ways for BBO. Type I occurs when the pump is e polarized and

the two downconverted photons have o polarizations. Type II, which is used in this

thesis, occurs when the pump is e polarized, and one downconverted photon is o and

the other e polarized.
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Downconversion has been used for a variety of purposes in quantum optics and

quantum information. Perhaps the easiest application to understand is the creation

of single-photon states. For an intense pump beam (that we approximate with a

classical field), the nonlinear interaction Hamiltonian of the crystal can be modelled

by

H = gâ†i â
†
s + g

∗âiâs, (1.8)

where â†n is the creation operator of mode n, and g is a constant, assumed to be

small, that combines the amplitude of pump field and the nonlinear coupling. In this

highly simplified model, we neglect frequency, transverse wavevector and polarization

degrees of freedom. Since there is initially vacuum in the idler and signal modes we

neglect the annihilation operators in the interaction Hamiltonian. (This would not

be valid if g was large, in which case the process is called parametric generation.)

Subsequently, the following state is produced by an interaction lasting time t,

|ψi = |0i− igt
~
|1i1si− 1

2

µ
gt

~

¶2
|2i2si+ i

6

µ
gt

~

¶3
+ . . . . (1.9)

A photon pair will be produced with a small probability equal to (gt/~)2 . Typically,

the pump intensity is low enough that we are able to neglect terms higher than first-

order. In this regime, the detection of a photon in the signal mode ideally indicates

the presence of one photon in the idler mode with certainty [38]. This process is

termed heralded single-photon production. The spontaneous nature of the process,

as evidenced by the predominance of the vacuum term in the state, precludes the

preferable process of triggered single-photon production, where a photon is produced

with a high probability in a specific time interval. In summary, photon pairs are

produced at random but the detection of one signals the presence of a single-photon

in the other mode.

The spontaneous nature of SPDC is not always a drawback as it enables the

creation of entangled photon states. This idea was introduced by Kwiat et al. in the

1990s [39][40][41]. Imagine two SPDC processes that produce photon pairs in the



11

|Ψ1> = c1|H> |H>+c2eiφ|V>|V> |Ψ2> =c1|H>|H>+c2eiφ2|H>|V>
+c3 eiφ3|V> |H>+c4eiφ4|V>|V>

|Ψ1> = c1|H> |H>+c2eiφ|V>|V> |Ψ2> =c1|H>|H>+c2eiφ2|H>|V>
+c3 eiφ3|V> |H>+c4eiφ4|V>|V>

Figure 1.2: In a scheme proposed and demonstrated by Paul Kwiat and coworkers
[41], two crystals are oriented to have perpendicular axes. The outgoing idler and
signal beams from each are overlapped to produce an entangled two-photon state. The
amplitude of the two terms in Ψ1 are controlled by a quarter and a half waveplate
before the crystals. Identical pairs of waveplates in the output beams transform Ψ1

into an arbitrary output state, Ψ2.

same two directional modes but in opposite polarization modes. For instance, one

crystal is aligned to produce two horizontally polarized photons in the idler and signal

modes, and the other aligned to produce two vertically polarized photons in the same

modes (i.e. the same spatial, spectral and temporal modes). If both crystals are

pumped coherently (e.g. by a pump beam in a coherent state and separated by less

than the coherence length) then, to first order, the following state is produced:

|ψi = |0i− igt
~
(|1H1Hi+ |1V 1V i) . (1.10)

Each crystal has only a small chance of producing a photon pair but since they are

produced coherently the two possible polarizations exist in a superposition.

Compare this to what the resulting state is if each crystal produced exactly one

pair (i.e. with 100% certainty) within a given time interval,

|ψi = |1H1H1V 1V i . (1.11)

This state contains two pairs of photons and, more importantly, it is a product state,

and thus, is unentangled. On the other hand, the second term in Eq. 1.10 is a Bell
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state in the photon polarization basis, and is therefore maximally entangled. (This

means that a measure of the entanglement of the polarizations of the two photons,

such as the Tangle [23] is at a maximum. Alternately and equivalently this means

the state is pure and tracing over polarization state of one photon leaves the other in

a density matrix ρ = I). In contrast, a product state, the vacuum term, dominates

the total state in Eq. 1.10 in magnitude. For the total state, the entanglement of the

two optical modes (as opposed to photon polarizations) is small. Tracing over the

degrees of freedom of one optical mode leaves the other in state that is approximately

the vacuum state (to within gt
~ ).

Nonetheless, if we restrict ourselves to those instances where a photon pair is sub-

sequently detected, we are, in effect, filtering out the vacuum component. Although

this technique has been second nature to experimentalists in the field and might seem

quite straightforward, it is an example of the use of post-selection to drive transfor-

mations that would normally require single-photon-level nonlinear optics. This has

been a rapidly developing area of research since the pioneering theoretical work of

Knill, Laflamme and Milburn in 2001 [21] and is the subject of the next section.

1.3 Post-selection

Post-selection has been commonly used in experimental quantum optics since the

first Bell’s inequality tests were performed in the 1970s [42], and it has recently taken

on a more prominent role in the field as a mechanism for driving nonlinear interactions.

In general, the process of post-selection is the selection of some subset of an ensemble

of identical systems based on the result of a measurement. In its simplest form, this

measurement is a projective measurement that collapses the system into an eigenstate

of the observable. The post-selection measurement is often destructive and so this

ends the evolution of the quantum system under consideration. But it is possible

to do the post-selection by a quantum non-demolition (QND) measurement, which
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does not destroy the system. For example, in optical quantum-information a QND

measurement determines the polarization of the photon without the photon being

absorbed (unlike with the absorption that occurs in polarizer). However, an ideal

QND measurement of this type requires strong single-photon nonlinearities and is

therefore not usually considered [43] (although, there has been a recent theoretical

proposal using only weak Kerr nonlinearities [44]). More generally, the measurement

on which the post-selection is based is a POVM (Positive-Operator Valued Measure).

POVMs are a generalized description of quantummeasurement that encompasses non-

projective measurements, and the action on a system of projective measurements in

expanded Hilbert spaces (See [24]). In the case of post-selection based on a POVM,

the collapse need not be complete and, even in optics, the entire system need not

be destroyed. Consequently, as with the QND-based post-selection, the quantum

system will still be available for subsequent applications. In the following, I describe

four examples of post-selection that demonstrate its prevalence and usefulness in

quantum optics and information.

1.3.1 Photodetector post-selection

Photodetection-based post-selection is the most common type used in experimen-

tal quantum optics, though it is rarely mentioned in the literature and even more

rarely considered theoretically. As mentioned above, QND measurements in quantum

optics typically require strong single-photon-level nonlinearities that are generally un-

available in the laboratory. Since this includes QNDmeasurements of photon number,

we instead rely on photo-detection (typically single-photon detectors) to discriminate

between the presence or absence of a photon or photon pairs. This is exactly how

entangled states are produced in downconversion. When experimentalists post-select

on the part of the total state that contains a photon pair, the subset that was in a
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maximally entangled polarization state is selected,

|ψi = |0i− igt
~
(|1H1Hi+ |1V 1V i)→ (|1H1Hi+ |1V 1V i) /

√
2. (1.12)

It is remarkable that although the original state contained very little entanglement,

one is now able to violate Bell’s inequality with the part of the state that results

in a “coincidence count.” In this sense, photodetector post-selection has the ability

to amplify the amount of entanglement in a state. This process is accompanied by

loss; only a small fraction of the ensemble results in a successful post-selection and

the entire ensemble is destroyed by the post-selection itself. When there is no loss,

this type of entanglement amplification can only be accomplished with nonlinear

interactions [45].

In a real experiment the initial state might contain information in other photon

variables such as frequency, or direction that distinguishes the two photons (or even

the two polarizations of a single photon). Filtering to eliminate this spurious informa-

tion, and the existence of optical imperfections, cause photon loss. Due to this, almost

every experiment using downconverted photons relies on post-selecting on coincident

detection in both modes to eliminate cases where a photon is lost.

1.3.2 Hong-Ou-Mandel plus photodetector post-selection

Two photons have no appreciable interaction, yet they must be in a quantum

state with bosonic symmetry. This is enforced by the commutation relation of the

associated creation and annihilation operators,

£
â, â†

¤
= 1. (1.13)

Perhaps the most striking effect of this is the Hong-Ou-Mandel (HOM) effect [46],

from which many other more complicated quantum optical processes have been as-

sembled. In HOM interference, two identical photons enter opposite ports (1,2) of a

50-50 beamsplitter. Each photon randomly exits from one of the two output ports
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Figure 1.3: In the Hong-Ou-Mandel (HOM) effect, two photons enter opposite ports
of a 50/50 beamsplitter (BS). There are two paths that lead to one photon in each
BS output port. Both photons can be transmitted or both photons can be reflected.
The sum of these two amplitudes vanishes. Consequently, the photon pair always
exits together through one or the other output port.

(3,4) of the beamsplitter. However, the exits are correlated in that the two photons

always leave from the same port, as if there were an attractive force between them.

â†1â
†
2 |0i →

³
â†3 + â

†
4

´³
â†3 − â†4

´
/2 |0i (1.14)

=
³
â†23 − â†24

´
|0i /2 (1.15)

= (|2304i+ |0324i) /
√
2 (1.16)

This is an example of quantum interference; the detection statistics at the two

photon counters cannot be simulated with classical electromagnetic theory. Assuming

the beamsplitter is non-polarizing, if oppositely polarized photons, say H and V,

enter from opposite ports, a similar calculation shows that the following state will be

produced,

(|1100i+ |0011i) /2 + (|1001i− |0110i) /2, (1.17)
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where the modes in the ket are 3V, 3H, 4V, and 4H. In the first term, both photons

leave via the same beamsplitter output port, whereas in the second term the photons

are split between the output ports. The second term is the maximally entangled

singlet-state (|V Hi− |HV i) /√2 . Consequently, if we subsequently post-select on
there being one photon in each output port we have transformed two previously com-

pletely unentangled photons into an entangled state. This was the first method used

to produce entangled states from downconverted photon pairs [47]. The combina-

tion of the HOM effect and post-selection can create entanglement, a process that

ordinarily requires strong nonlinearities. However, since to detect the presence of the

photons we need to absorb them, the entangled state is destroyed in the very process

that creates it.

1.3.3 Hong-Ou-Mandel plus POVM

The above examples show that measurement in the form of post-selection, along

with linear-optical elements such as beamsplitters and waveplates, has the ability to

enact state transformations that typically require nonlinear optics. These transfor-

mations occur probabilistically: In the second example the singlet state is produced

fifty percent of the time, whereas in the first, the entangled state is produced only a

few percent of the time (for typical values of gt). More problematically, the quantum

system is destroyed in the process. The first problem is inherent to the process of

post-selection. The solution to the second problem is to expand the Hilbert space

of our initial system and then to make a projective measurement in only part of the

larger space. This type of measurement is described by a POVM [24].

A good example of this type of measurement is the teleportation of the polarization

state of a photon. In this now famous device, a Bell-state measurement is performed

on a photon pair consisting of one photon of a singlet state pair and an input photon

with an arbitrary polarization [9][8]. Upon this measurement, the other photon

comprising the singlet state will be projected into the same polarization state as the
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input photon up to a rotation that depends on which Bell-state the two photons are

found. In this way, the state of the input photon is teleported to the possibly distant

remaining photon from the singlet state. Consider what would happen if no photons

are in the input mode when the teleportation protocol is run. Now, only one photon

will be detected in the Bell-state measurement device. These considerations show

that the teleportation protocol not only teleports the state of a particle, but also

distinguishes the presence of zero or one photons in the input mode. P. Kok et al.

recognized this is a QND measurement of the photon’s presence (without destroying

the polarization) [43]. The QND protocol is as follows: If there are zero photons in

the input mode, then the output mode of the teleportation is simply blocked. If

there is instead one photon, the teleportation goes ahead as usual and the output

photon takes the place of the input photon. Perfect Bell-measurements require, once

again, nonlinear interactions between the photons [48], whereas with linear optics

only imperfect detection is possible. Specifically, it has been demonstrated that one

can detect up to two of the four Bell-states with an optical circuit consisting primarily

of polarizing beamsplitters [9].

At this point, it might seem that nothing has been gained from this recognition

of the dual purpose of the teleportation protocol; we have used one quantum optical

process — teleportation — that requires nonlinear optics to implement another — a

QNDmeasurement. The crucial point is that although the teleportation only succeeds

probabilistically, we know which cases have succeeded without destroying the output

state. In other words, the success is heralded. It follows that probabilistic but

heralded QND measurements are also possible with only linear optics. Consider if

probabilistic QNDmeasurements are used in the place of direct photo-detection in the

first two post-selection examples described above. The resulting probabilistic heralded

linear-optical circuit entangles previously unentangled photons without destroying

them. Although this circuit can create entanglement, it is not suitable for many

nonlinear applications or for quantum information. In the following example, we
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Figure 1.4: Two linear-optics based Bell-state measurements teleport the output
modes of a HOM interferometer onto modes Out1 and Out2. Two detectors firing in
the Bell-state measurement circuit signals a succesful teleportation. Each teleporta-
tion is also a QND measurement, projecting onto the part of the input state with one
and only one photon. This takes |In1In2i = |HV i → |Out1Out2i = |Ψ−i , demon-
strating that a probabilistic linear optics circuit can entangle two photons without
destroying them in the process.
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take the polarization basis to be the computational basis. If two horizontal photons

enter opposite ports of the HOM beamsplitter they always leave through the same

exit port. If we take the polarization basis to be the computational basis, then our

circuit takes the |HHi = |11i state out of the computational space. In this sense, the
gate is not unitary, which is a requirement for quantum information and for many

nonlinear quantum optical applications.

1.3.4 Nonlinear unitary transformations with post-selection

Knill, Laflamme, and Milburn (KLM) introduced the idea of linear optics quan-

tum computation (LOQC) in a seminal paper in 2001 [21]. They proved that one

can build the gates for a quantum computer using only linear optics and detection. In

particular, they proposed a probabilistic implementation of an elementary two qubit

quantum logic gate, the conditional-phase gate (C-PHASE). This gate performs the

transformation |11i → − |11i while leaving all other basis states unchanged. Hence,
the C-PHASE gate has the potential to entangle previously unentangled qubits.

Translated to optical quantum computing (e.g. the dual rail scheme presented in

[12]), this gate creates a phase shift only when one photon is present in each of two

particular modes. Consequently, it explicitly needs nonlinear optics to function non-

probabilistically. KLM’s linear-optics scheme for this gate is, as of yet, the most

impressive use of post-selection in the field: The gate process is unitary, while the in-

put states are not destroyed during the post-selection. Moreover, the scheme revived

the possibility of an optical implementation of a quantum computer with resources

that could be available to the field in the near future. The KLM circuit is built from

two identical sub-circuits that produce the nonlinear transformation

|ψi = α |0i+ β |1i+ γ |2i→ α |0i+ β |1i− γ |2i = |ψ0i , (1.18)

for arbitrary coefficients α, β, and γ. The linear-optical circuit combines one mode

containing |ψi with two additional modes, containing one ancilla photon. The gate
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functions by HOM interference at one or more beamsplitters with carefully chosen

reflection and transmission coefficients. (Subsequent to the original paper many vari-

ations have been proposed. For a review see [49].) A successful transformation

is implemented by a post-selection on zero and one photons in two output modes,

which occurs with probability 1/4, leaving the last output mode in state |ψ0i . Un-
fortunately, the functioning of the optical circuit has no simple explanation (other

than an explicit mathematical derivation). Hopefully, the previous examples of post-

selection have suggested that such a device is possible. The linear-optics C-PHASE

gate probabilistically entangles photons in a heralded manner like the above exam-

ple. However, unlike the above example it operates unitarily on every state in the

two-photon polarization basis.

1.3.5 Conclusion

The experiments in this thesis involve post-selection in a variety of ways. The first

experiment uses destructive post-selection to introduce nonlinear absorption for two

photons. The second experiment, an implementation of Hardy’s Paradox, is based

around a single-photon switch developed in our lab that subtly relies on post-selection.

The last two experiments are investigations of the functioning of quantum systems

and processes that are subsequently post-selected. A typical measurement of an

observable will disturb or collapse the quantum system and subsequently change the

implications of the post-selection. The next introductory section describes the tech-

nique of weak measurement, which circumvents this problem by reducing the strength

of the coupling associated with the measurement. We demonstrate the use of this

technique to measure the momentum transfer induced by a which-way measurement

in Young’s double-slit experiment. We also return to Hardy’s Paradox and use weak

measurement to test the set of contributing logical statements while post-selecting on

the paradoxical result.
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1.4 Weak Measurement

1.4.1 Introduction

Weak measurement is a generalization of standard quantum measurement where

the precision of the measurement is traded off in exchange for a reduction of the

measurement-induced disturbance. This current definition expands on the origi-

nal proposal by Aharonov, Albert, and Vaidman (AAV) in the context of pre- and

post-selected quantum systems, where the limit of an infinitely weak measurement

was considered [50][29]. Under the expanded definition, weak measurement is some-

times used to measure a quantum system for the purpose of feedback and control.

For example, continuous weak measurement was used to guide an ultracold atomic

gas into a chosen quantum state [51]. The expanded definition also covers a type

of measurement that is often considered — a measurement of a macroscopic observ-

able composed of the microscopic observables of many identical subsystems, each of

which only minimally interacts with the measuring device. The measurement of the

magnetization of a large ensemble of spins is a natural example. Another common

example is radio-frequency measurements in liquid state Nuclear Magnetic Resonance

experiments.

Within its original context of post-selection, weak measurement has had two ar-

eas of application. The first is the simplified analysis of pre-existing phenomena

or experiments in which it is realized that a weak measurement is already occur-

ring. Examples of this application are the calculation of optical network properties

in the presence of polarization-mode dispersion [52][53], modelling of slow- and fast-

light effects in birefringent photonic crystals [54], and theoretical predictions [55]

for the cavity QED experiment described in [56]. The second area of application is

the theoretical investigation of phenomena that are not amenable to characteriza-

tion by standard measurement. These investigations have had several achievements,

which include bringing a new, unifying perspective to the tunneling-time controversy
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[57][58][59][60], reconciling the contradictory predictions in Refs. [30][31] on the role

of which-path information and the Heisenberg uncertainty principle in the double-slit

experiment [32], and offering a consistent resolution for Hardy’s Paradox [33]. In

Chapters 3 and 4 of this thesis, I describe experimental weak measurements based on

the latter two theoretical investigations. Therefore this thesis creates a third area of

application for weak measurement: As an experimental technique for the characteri-

zation of quantum phenomena that would be disrupted by standard measurement.

The process of weak measurement was originally described by AAV using the von

Neumann measurement model [61]. This led to criticism that their conclusions were

not universal to all types of measurement and, in particular, that their predictions

were simply artifacts of the simplistic von Neumann model [62][63][64]. Since those

early days, weak measurement has been extended to a wider variety of measurement

types [65][66][67], so that there is now convincing, although not conclusive, evidence

that weak measurement is indeed universal [68][69]. I will use the von Neumann

model for derivations within this thesis since it remains the archetype and the most

widely known model of measurement. This model contains two parts, the measured

system S and an ancilla system M consisting of a meter and a pointer. Through

its momentum P, the pointer is coupled to an observable A of the measured system

for a time t with strength g. This coupling shifts the position of the pointer by an

amount proportional to the value of A, which we read off the meter. Reciprocity

implies that the measured system will also be changed by an amount proportional to

the momentum P of the pointer. A weak measurement is performed by reducing the

pointer momentum spread or the coupling strength so that the associated disturbance

becomes asymptotically small. The trade-off is that the induced shift in the pointer

relative to its initial position-uncertainty also becomes asymptotically small. At first

glance it may appear that this trade-off achieves nothing since each measurement

of the pointer shift is now imprecise. However, by repeating this procedure on a

large ensemble of identical systems, one can measure the average shift of the pointer
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to any desired precision. This average shift is called the weak value. A surprising

characteristic of weak values is that they need not lie within the eigenvalue spectrum

of the observable and can even be complex. On the other hand, an advantage

of weak measurements is that they do not disturb the measured system nor any

other simultaneous weak measurements or subsequent strong measurements, even in

the case of non-commuting observables. This makes weak measurements ideal for

examining the properties and evolution of systems before post-selection and might

enable the study of new types of observables.

1.4.2 The weak value

I begin by deriving AAV’s formula for the weak value of a single particle observable.

The von Neumann interaction,

H = gÂP̂ , (1.19)

couples an observable Â of the measured system to the momentum P̂ of the pointer,

where g is the coupling constant, which is assumed to be real to keep H Hermitian.

I also assume the interaction is constant over some interaction time t. Since Â and

P̂ act in different Hilbert spaces they commute. Following Von Neumann’s original

measurement model and AAV’s derivation of weak values, the measurement pointer

is initially in a Gaussian wavefunction centered at zero,

hx|φi = φ(x) =

µ
1√
2πσ

¶ 1
2

exp

µ
− x

2

4σ2

¶
, (1.20)

where σ is the rms width of |φ(x)|2. Generalized pointer shapes are considered in
Appendix 1.

In most experiments, quantum mechanical systems are initially prepared in a

known initial state |Ii. This preparation is called pre-selection since it usually involves
measuring an ensemble of systems and selecting the subensemble with the correct
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outcome, similar to post-selection. The initial system state can be represented as a

superposition of the eigenstates of Â,

|Ii =
X
n

han| Ii |ani , (1.21)

where the nth eigenstate is |ani with eigenvalue an. The von Neumann interaction in
Eq. 1.19 transforms the initially separable state |ψ(0)i = |ψSi |ψMi = |Ii |φi into an
entangled state of the pointer and measured system,

|ψ(t)i = exp

µ−iHt
~

¶X
n

han| Ii |ani |φi (1.22)

=
X
n

exp

Ã
−igtanP̂

~

!
han| Ii |ani |φi (1.23)

=
X
n

han| Ii |ani |φ(gtan)i , (1.24)

where |φ(x0)i is the pointer state shifted by x0. Thus the shift in the pointer state is
correlated with the observable eigenstate |aii that the measured system is in. Tracing
over the state of the measured system, we find the average pointer position to be,

hψ(t)| X̂ |ψ(t)i =
X
n

|han| Ii|2 hφ(gtan)| X̂ |φ(gtan)i (1.25)

=
X
n

|han| Ii|2 gtan (1.26)

= gt hI| Â |Ii . (1.27)

In a similar way the average momentum is found to be unchanged:
D
P̂
E
= 0. In

summary, the action of the von Neumann interaction is to shift the pointer by an

average amount proportional to the expectation value of Â. This is true regardless of

gt, the strength of the interaction.

The advantage of reducing gt becomes apparent when we consider the state of

the measured system after interaction. In standard measurement, also called strong

measurement, gt is sufficiently large that the pointer states are shifted by an amount

much greater than their width, σ , |hφ(gtam)|φ(gtan)i| ≈ δmn. A subtle idea is that,
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Figure 1.5: In this schematic of a von Neumann measurement of observable Â, the
meter is a fuel gauge. The system begins in a superposition of eigenstates of Â. The
system couples with strength g to the momentum P of the pointer for time t. The
measurements results in an eigenvalue of 2, collapsing the system to the corresponding
eigenstate and moving the pointer by two units.
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in this limit, not only is the pointer shift correlated with the observable eigenstates,

but also the pointer position. A measurement of the position of the pointer then

collapses the system into one of the observable eigenstates |aii. The measured system
is left in a completely mixed state after the interaction,

ρ̂S =
X
n

|han| Ii|2 |ani han| . (1.28)

In the limit of gtÀ σ, the coherence in the measured state is destroyed by the large

entanglement between the measured system and the pointer.

On the other hand, in the limit of gt→ 0 the pointer state shifts are small, making

|hφ(gtam)|φ(gtan)i| ≈ 1. In this limit, the entanglement goes to zero; tracing over the
pointer state leaves the measured system in a pure state,

|ψSi ≈
X
n

han| Ii |ani = |Ii . (1.29)

The measured system is undisturbed by the weak measurement and thus remains in

the initial state.

AAV considered the case where we further restrict ourselves to the subensemble

of system states that are found to be in |F i after the measurement of Â. The pre-
vious sections have shown that post-selection is an important and powerful process

relevant to driving nonlinear interactions and quantum logic. However, we have seen

that if Â is measured in the limit of gt À σ, the measured system is radically dis-

turbed, changing the action of any subsequent post-selection. For example, if the

post-selection drives a probabilistic quantum logic gate (as described in the previous

section), then the intermediate measurement of Â will generally cause the gate to fail.

As we have seen, a weak measurement of Â limits this disturbance and avoids this

problem. The average pointer shift due to a weak measurement, performed between

pre- and post-selection, can be surprisingly different than in Eq. 1.27, as we will see.

To consider this scenario, we once again write the state of the combined system after

the von Neumann interaction:
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Figure 1.6: Weak measurement is a generalization of standard measurement in the
ideal model, where the pointer is a Dirac delta function, and the real model, where
the pointer has a small width. In the leftmost column we show example pointer
probability distributions in each case. When there is no post-selection, the average
position of the pointer is always equal to the expectation value of the observable.
In contrast, with post-selection weak measurement rigidly shifts the pointer by an
amount equal to the weak value AW .
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|ψ(t)i = exp

µ−iHt
~

¶
|Ii |φi =

µ
1− iHt

~
− ...

¶
|Ii |φi (1.30)

= |Ii |φi− igt
~
Â |Ii P̂ |φi− . . . . (1.31)

We project out the part of the |ψ(t)i that is post-selected in state |F i , leaving the
state of pointer after the interaction and post-selection,

hF | exp
µ−iHt

~

¶
|Ii |φi = hF |Ii |φi− igt

~
hF | Â |Ii P̂ |φi− . . . . (1.32)

In the absence of any disturbance to the initial state, |hF |Ii|2 =Probsuccess is the
probability the post-selection succeeds [59]. If we renormalize the state and then

truncate the amplitude of each term to lowest order in gt we get

¯̄
φfi
®
= |φi− igt

~
hF | Â |Ii
hF |Ii P̂ |φi− . . . , (1.33)

which is just equivalent to dividing by hF |Ii = √Probsuccess, as one would expect for
an ideal weak measurement (gt→ 0). The subscript fi, corresponding to final state

|F i and initial state |Ii, labels the final pointer state, with which we can now calculate
the expectation value of X̂ of the pointer. The terms that contain an expectation

value of an odd number of operators go to zero, since the pointer is initially an even

function about zero. To first order in gt, the remaining terms give us

D
X̂
E
fi

=

φfi
¯̄
X̂
¯̄
φfi
®
=
−igt
~

Re

Ã
hF | Â |Ii
hF |Ii

!
hφ|
³
X̂P̂ − P̂ X̂

´
|φi (1.34)

+
gt

~
Im

Ã
hF | Â |Ii
hF |Ii

!
hφ|
³
X̂P̂ + P̂ X̂

´
|φi (1.35)

= gtRe

Ã
hF | Â |Ii
hF |Ii

!
, (1.36)
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since, for a Gaussian pointer,

hφ| X̂P̂ |φi = i~/2 (1.37)

hφ| P̂ X̂ |φi = −i~/2 (1.38)

hφ| P̂ 2 |φi =
~2

4σ2
(1.39)

hφ| X̂2 |φi = σ2. (1.40)

Here, hifi is used to signify the expectation value of a pointer observable only in the
subensemble of measured systems that start in state |Ii and are later post-selected
in state |F i . Similarly, the momentum expectation value is given by

D
P̂
E
fi

=

φfi
¯̄
P̂
¯̄
φfi
®
=
−igt
~

Re

Ã
hF | Â |Ii
hF |Ii

!
hφ|
³
P̂ 2 − P̂ 2

´
|φi (1.41)

+
gt

~
Im

Ã
hF | Â |Ii
hF |Ii

!
hφ|
³
P̂ 2 + P̂ 2

´
|φi (1.42)

=
~gt
2σ2

Im

Ã
hF | Â |Ii
hF |Ii

!
. (1.43)

The shifts from zero in both the X̂ and P̂ expectation values are proportional to

the real and imaginary parts, respectively, of the weak value
D
Â
E
W
which is defined

as D
Â
E
W
≡ hF | Â |IihF |Ii . (1.44)

Re-examining Eq. 1.33 we see that we can write the final pointer state as
¯̄
φfi
® ≈

T̂ (gt
D
Â
E
W
) |φi , where T̂ (²) = Î+i²P̂ /~ is the first-order translation operator. Thus,

for sufficiently weak coupling the pointer is rigidly shifted by an amount equal to the

weak value, hx ¯̄φfi® = ¡√2πσ¢− 1
2 exp

µ
−
³
x− gt

D
Â
E
W

´2
/4σ2

¶
.

Note that when applying the formula for the weak value in Eq. 1.44, the ini-

tial and final states are assumed to correspond to the quantum system immedi-

ately before and after the weak measurement. Any evolution of the system of

the system between the actual weak measurement (at time to) and the pre-selection
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(at time ti) or post-selection (at time tf) must be incorporated in the states (e.g.

|Ii = Ûti→to |pre− selectedi).

1.4.3 Properties of weak values

Weak values have a number of properties in common with standard expectation

values [70]:

1. If there is no post-selection, the weak value is equal to the standard expectation

value of the weakly measured observable:

D
Â
E
W
=
hI| Â |Ii
hI|Ii . (1.45)

Since the initial state is undisturbed by the weak measurement and there is no post-

selection, |F i = |Ii.
2. If either the pre- or post-selected state is an eigenstate of the weakly measured

observable then the weak value is equal to the corresponding eigenvalue:

D
Â
E
W
=
hai| Â |Ii
hai|Ii =

hai| ai |Ii
hai|Ii = ai. (1.46)

A strong measurement of Â after pre-selection in |aii would return ai with certainty,
regardless of what post-selection is subsequently performed. Similarly, if the state is

post-selected in |aii then a previous strong measurement of Â must have returned ai
and collapsed the state to |aii . Consequently, the weak value is equal to the standard
expectation value of Â in this situation.

3. Weak values are linearly related in the same manner as the operators describing

the observables:

D
Ĉ
E
W

=
D
αÂ+ βB̂

E
W
=
hF |

³
αÂ+ βB̂

´
|Ii

hF |Ii (1.47)

= α
D
Â
E
W
+ β

D
B̂
E
W
. (1.48)
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Standard expectation values are related in the same manner.

4. Like standard expectation values, the weak value of the product of two observ-

ables is not necessarily equal to the product of the weak values for the two observables:D
ÂB̂

E
W

=
hF | ÂB̂ |Ii
hF |Ii 6= (1.49)D

Â
E
W

D
B̂
E
W

=
hF | Â |Ii
hF |Ii

hF | B̂ |Ii
hF |Ii . (1.50)

Taken individually, each of these four properties is not surprising since they match

those of standard expectation values. However, since weak measurements do not

disturb the measured system, all of these properties must hold simultaneously (unlike

the strong measurements used to measure standard expectation values). For instance,

if |Ii = |bi and |F i = |ai , then
D
Â
E
W
= a and

D
B̂
E
W
= b (property 2) andD

Ĉ
E
W
= a + b where Ĉ = Â + B̂ (property 3). This is surprising, since if Â and

B̂ do not commute, a + b will in general lie outside the range of the eigenvalues of

Ĉ, which is impossible for
D
Ĉ
E
. Moreover, Â, B̂, and Ĉ can be weakly measured

simultaneously even though they do not commute. Thus, we have a fifth property

that diverges from the properties of standard expectation values.

5. In general, the weak value can be anywhere in the complex plane:D
Â
E
W
≡ hF | Â |IihF |Ii . (1.51)

The numerator gives the transition amplitude for the operator Â to take the initial

to the final state. The magnitude of such a transition amplitude must be less than

the largest eigenvalue of Â. The denominator, on the other hand, will cause the weak

value to blow up if the overlap of the initial and final states becomes small. Thus, weak

values that are far outside the range of Â are accompanied by a small probability for

successful post-selection, Probsuccess = |hF |Ii|2 [71]. Another possibility for the weak
value to lie outside the normal range is for it to be complex, since the denominator and

the numerator will, in general, be complex. In this way, the weak value can diverge
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from the range of standard expectation values even if the post-selection probability

is substantial.

1.4.4 Experimental weak measurement

The fifth property above is what first drew attention to weak values and weak

measurement. Aharonov, Albert and Vaidman published a Physical Review Letter

claiming that the measurement of a spin component of a S=1/2 particle could result

in a spin of 100 [29]. In 1991, Richie, Storey, and Hulet performed an optical

implementation testing this claim, realizing the first measurement of a weak value

[72]. This section will briefly describe this experiment and, based on an analysis by

Duck, Stevenson and Sudarshan in 1989 [73], will explicitly show how interference

leads to the strange result.

The experiment is performed with light and uses the photon polarization in the

place of a spin 1/2 system. The photons that come from a laser are prepared in

an initial state of |Ii = |45◦i , and post-selected in an almost orthogonal state |F i =
|(−45 + δ)◦i , with polarizers. In between these two strong, projective, measurements,
a weak measurement of σ̂z = (|Hi hH|− |V i hV |) /2 is performed, where H and V are
the horizontal and vertical polarizations. The large weak value for σ̂z is due to

the post-selection success probability |hF |Ii|2 = sin2(δ◦), which is close to zero when
δ is small. It also follows from the linearity of weak values, property 3; from the

pre- and post-selected states we know that the weakly measured photons have a spin

projection of 1 along both |45◦i and |(−45 + δ)◦i, two vectors that point in almost
opposite directions in the x-z plane of the Bloch sphere. By the rules of geometry,

any projection of the spin along a third direction in the x-z plane will necessarily have

a magnitude greater than one. Substituting the initial and final states into Eq. 1.44,

the exact weak value for σ̂z is

hσ̂ziW =
sin(45◦ + δ) + cos(45◦ + δ)

2
√
2 sin(δ)

. (1.52)
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The interaction Hamiltonian (given in Eq. 1.19) in the von Neumann measure-

ment model couples the measured system to an ancilla system. However, the ancilla

system need not be an entirely separate entity (i.e. another particle). More fre-

quently, the pointer is an internal parameter of the measured system that is outside

the space of Â and so can be treated as independent system. However, any mea-

surement of the pointer must typically wait until after the post-selection, as now the

measurement usually destroys the measured system, |ψSi. This variation on the von
Neumann model is particularly important for experiments with light since photons

do not interact strongly with themselves or with other quantum systems. In Hulet

et al.’s experiment, the transverse position of the photons is used as a pointer. The

transverse profile of the laser beam is Gaussian and gives the wavefunction, and thus

the position uncertainty of the photons. A measurement of σ̂z should displace the

photons by an amount dependent on their polarization in the H − V basis. This is

accomplished with a birefringent piece of quartz, cut so that one polarization walks

off from the other as the light travels through the crystal. The displacement has to

be small compared the initial position uncertainty of the photons for the measure-

ment to be considered weak. After the post-selection of |(−45 + δ)◦i by the second
polarizer, the pointer, and the weak value it carries, is finally measured. In this case,

the position of the photon is detected with a CCD, an act which necessarily destroys

the photon by absorbing it.

In the Hulet experiment, the weak value is proportional to a shift in the pointer’s

position since Eq. 1.52 is purely real. A different choice of initial or final states or the

measured observable could lead to a complex or purely imaginary weak value. For

example, if photons were instead prepared in an initial state of |Ii = (|Hi+ i hV |) /2,
right-hand circular, and post-selected |F i from above, then the weak value hσ̂zi equals
i/
√
2. The imaginary portion of the weak value would be equal to the average mo-

mentum shift of the photons, which could be measured by moving the CCD to the

focal plane of a lens placed after the second polarizer. The imaginary portion of the
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Figure 1.7: After the crystal, there are two orthogonally polarized copies (actually
states in a superposition) of the original pointer wavefunction. At the final polar-
izer, these two copies interfere with a relative phase and weight that depends on the
polarizer angle. The result is a pointer that is displaced by the weak value.

weak value has not been measured in any experiment, although the measurement of

a complex optical tunneling time by [74] is closely related.

We now outline Duck et al.’s explanation for the emergence of the weak value [73].

Before the post-selection the state of the full system is given by

|ψ(t)i =
X
n

han| Ii |ani |φ(gtan)i . (1.53)

The post-selection collapses the state of the pointer into the following state,

¯̄
φfi
®
=

1

Norm

X
n

han| IihF |ani |φ(gtan)i , (1.54)

where Norm is just a normalization constant, calculated by the usual procedure.

This is a superposition of n Gaussians, each displaced by an amount proportional

to an eigenvalue of Â. If the Gaussians have a small overlap (i.e. |hφ(gtam)|φ(gtan)i| ≈
δmn), then the position probability distribution of the pointer is a comb of peaks of

different heights, equally spaced. The average position of the pointer is just the
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weighted average of the individual displaced pointer positions,D
X̂
E
fi
=
X
n

¯̄̄̄han| IihF |ani
Norm

¯̄̄̄2
gtan. (1.55)

The weights are just the respective probabilities for the pointer to be shifted by

gtan (they also give the relative peak heights). Conversely, when the displacements

gtai are small relative to the width of the Gaussians we can no longer sum their

positions probabilistically as in the above or Eq. 1.27. Instead, the Gaussians

interfere constructively or destructively according to the amplitudes in Eq. 1.54.

Yet, as long as the measurement is weak enough, the resulting probability distribution

somehow ends up as a Gaussian shifted by
D
Â
E
W
.

If we substitute the initial and final states of the Hulet experiment into Eq. 1.54

we can explicitly see how this rigid shift happens:

hx ¯̄φfi® ≈ (hH| 45◦ih−45◦ + δ |Hiφ(0) + hV | 45◦ih−45◦ + δ |V iφ(gt)) /Norm(1.56)
=

1√
2Norm

(sin(−45◦ + δ)φ(0)− cos(−45◦ + δ)φ(gt))

≈ 1√
2Norm

³
sin(−45◦ + δ)φ(0)− cos(−45◦ + δ) hx| T̂ (gt) |φ(0)i

´
=

1√
2Norm

µ
sin(−45◦ + δ)φ(0)− cos(−45◦ + δ)

µ
φ(0)− gt∂φ(0)

∂x

¶¶
=

1√
2Norm

(sin(−45◦ + δ)− cos(−45◦ + δ))φ(0) + cos(−45◦ + δ)gt
∂φ(0)

∂x

= hx| T̂
µ

cos(−45◦ + δ)gt

sin(−45◦ + δ)− cos(−45◦ + δ)

¶
|φ(0)i

≈ hx
¯̄̄̄
φ

µ
cos(−45◦ + δ)gt

sin(−45◦ + δ)− cos(−45◦ + δ)

¶À
= hx |φ ((hσ̂ziW + 1/2) gt)i .

If gt is small enough, the interference results in a pointer unchanged in shape but

shifted by hσ̂ziW . (In contrast to Eq. 1.19, only the V polarized photon is shifted.
Consequently, hσ̂zi = 0 is now at gt/2.) The denominator in the penultimate line is
close to zero for δ small, which causes the shift, and therefore the measurement result,
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to become large. In particular, in the limit δ → 0 the pointer shift equals k/δ and

hence blows up. However, the pointer will only retain its shape if the shift is much

smaller then its width. For larger shifts, the above first-order expansions are invalid.

In Appendix A, we consider the exact conditions for weakness.

1.4.5 The meaning of the weak value

Over the fifteen years since its introduction, the exact meaning of the weak value is

still an open and controversial subject [75][76][77][59][71]. In particular, how should

experimentalists interpret the results of weak measurements? And what do weak val-

ues tell us about the measured observable Â or the initial and final states? Because

the weak value can lie outside the range of the eigenvalues of Â, interpreting it as

equivalent to the expectation value of Â leads people to odd and surprising conclu-

sions, such as that an electron has a spin of 100. Perhaps even more troublesome is

the imaginary part of the weak value, which is even more distant from standard mea-

surement theory. Some suggest that weak values are not the results of “true” or “real”

measurements and consequently tell us little that is meaningful about the measured

system [63][62][64]. Nonetheless, both the procedure for measuring the weak value

and the formula itself suggest some straightforward and compatible interpretations

that we discuss below.

Classical Interpretation

The process of measurement arguably does not have a full model contained entirely

within quantum mechanics. In particular, the von Neumann measurement model

really only models the first stage of measurement, the interaction with the measuring

apparatus. This is sufficient to model the measurement-induced decoherence of

the measured system, but it is not sufficient to model collapse, which invariably

requires the intervention of a classical, deterministic system to measure the position
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of the pointer [78]. In this sense, all quantum measurement procedures at some point

reduce to classical measurement procedures. Consequently, we first look to classical

measurement for the meaning of the weak value by asking how a classical physicist

would understand a weak measurement.

Consider a classical physicist who measures parameter a and then b for each mem-

ber in an ensemble of systems. We describe the ensemble by a probability distribution,

P (a, b), which corresponds to the initial state of the system in weak measurement.

The first measurement follows the von Neumann measurement model, which is equally

valid in classical physics. (However, in classical physics the ensemble of pointers is

described by a phase-space probability distribution rather than by a wavefunction.) If

the measurement of a created an unwanted disturbance (for example one that changes

the parameter b), then it would be natural for the classical physicist to attempt to

reduce that disturbance by similarly reducing the interaction with the pointer, just

as in weak measurement. The disturbance from the measurement of b is of no con-

cern since it is the final measurement, and so it is not a weak measurement. Due

to their imprecision, the classical physicist would not be surprised that individual

measurements of a are now impossible. He or she would expect that, given enough

measurements, he or she could determine the average value of ā from the average

pointer shift. If this average was restricted to the subset of measurements in which

b was subsequently found to be equal to F, then this value, which we call the weak

value
D
Â
E
W
, would be interpreted as the average value of a given b = F , haiF . If the

classical physicist were instead interested in a specific value of a, say ai, then he or she

would need to measure the projector, πai . In general the average value of a projector

(e.g. πai) is the probability for ai, P (ai), given the initial ensemble. Therefore, a

classical physicist would interpret the weak value of such a projector as P (ai|F ) , the
conditional probability of an given that F.

Furthermore, these weakly measured averages and probabilities will be related in

exactly the way a classical physicist would expect them to be. An operator can be
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expressed as a sum of projectors:

Â =
X
n

an · π̂an. (1.57)

And by the linearity of weak values, property 3, it follows thatD
Â
E
W

=
X
n

an · hπ̂aniW (1.58)

=
X
n

an · P (an|F ) (1.59)

= haiF . (1.60)

Just as the classical physicist would expect, the weak values for the projectors sum

in the standard way to give the conditional average for a, haiF . The weak values also
sum correctly to give the unconditional probability for ai,

P (ai) =
X
n

P (bn) · P (ai|bn) . (1.61)

This also follows from property 1: When there is no post-selection, the weak value

and the expectation value of π̂ai are equal.

One formal route to the concept of probability is through Kolmogorov’s three

theorems. The latter two features of weakly measured probabilities also follow from

his third axiom, which requires that probabilities satisfy σ-additivity (which is defined

as: The probability of A and/or B is equal to P (A) +P (B) if A and B are mutually

exclusive.). Another intuitive property of weakly measured conditional probabilities

is that they sum to unity. This follows from property 3:

Î =
X
n

π̂an (1.62)D
Î
E
W

=
X
n

hπ̂aniW (1.63)

1 =
X
n

P (an|F ) . (1.64)

This last property is a variation of Kolmogorov’s second axiom. In summary, weakly

measured conditional probabilities will satisfy many of the properties a classical physi-

cist would expect them to (see also [59][32][71]). One property they will generally not
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satisfy, however, is Kolgomorov’s first axiom, which requires that all probabilities

are greater than zero. In contrast, property 5 implies that the weakly measured

probability could be negative or even complex.

This is a strange concept but it is not without precedent in quantum mechanics.

Starting with Feynman [79][80], people have considered and developed the possibility

of negative and complex probabilities in classical probability theory and in quantum

mechanics [81][82][83][84][85][86]. The Wigner phase-space quasi-probability distrib-

ution is an attempt to assign a probability to every point in phase-space for a particle

[87]. Particles in a classical-like state (e.g. a coherent state or a mixture of different

coherent states) will have a Wigner distribution that is positive everywhere, whereas

certain quantum states (e.g. a superposition of two coherent states) will be negative

at certain points in phase-space. In this sense, negative probabilities in the Wigner

function are sometimes used to decide whether a state requires a quantum description

[88]. As we will see in Chapter 4 of this thesis, negative weakly measured probabilities

can be used for a similar purpose. (However, in contrast to the weak value the Wigner

distribution is bilinear in the wavefunction. The two are not equivalent or simply re-

lated. In addition, as will be shown at the end of this chapter, the weak value gives

the phase of the wavefunction directly.) In Bell’s theorem, the probabilities predicted

by quantum mechanics to violate the inequality also imply that some unmeasured

probabilities are negative [80] (this is also true of Hardy’s Paradox, as we will see in

Chapter 6). An important distinction is that, unlike the latter two examples, weakly

measured negative probabilities are not implied or derived but are instead directly

read from the measurement apparatus.

Bayesian Interpretation

The standard Copenhagen interpretation of quantum mechanics prohibits us from

assigning a value to an observable that has not been measured. This assignment is

not a problem exclusive to quantum mechanics. It can also be problematic in classical
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physics as well as in classical logic and philosophy. Basing predictions on events in the

past is called retrodiction, a useful tool for fields like astrophysics where predictions

can only be tested against the past or present. The use of retrodiction for events that

actually did not occur or which had a different outcome than reality leads to counter-

factual statements. Straying from the subject of quantum mechanics for a moment,

take the statement “If Archduke Franz Ferdinand had not been assassinated, World

War One would not have started.” These two events are sometimes thought to share

a cause and effect relationship [89]. However, it also possible that the assasination

was merely a pretext and that the war would have occurred regardless. Since these

events occurred in the past it is impossible to test whether the counterfactual state-

ment is true, which is why these statements can be problematic, even though they

are commonly made in ordinary conversation.

In quantum mechanics the problem is compounded by the fact that we can only

simultaneously measure commuting observables (see also [90][91][92]). And once we

have made these measurements, we can only make counterfactual statements about

the value of other, non-commuting, observables, perhaps guided by previous obser-

vations on identical systems. A good example of this is Hardy’s Paradox (which is

the subject of Chapter 3) and another is the EPR paradox. This problem makes it

difficult to apply the tools of statistical inference to quantum mechanics. Statistical

inference concerns the task of inferring properties of an unknown distribution from

data generated by that distribution. At its heart is Bayes’ theorem, which relates

conditional and unconditional probabilities:

P (a|b) = P (a, b)

P (b)
. (1.65)

Steinberg considered the form of Bayes’ theorem in quantum mechanics [58][59].

As we saw in the last section, in standard (classical or quantum) measurement the-

ory, P (b) = hπ̂bi . In classical measurement theory this can be extended to a joint
probability, P (a, b) = hπ̂aπ̂bi. In quantum mechanics, however, π̂aπ̂b = |ai ha| bi hb| is
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generally not Hermitian and so cannot be measured directly with standard measure-

ment. Nonetheless, if we write the classical joint probability formula in terms of the

quantum states and observables, we arrive at the following form for Bayes’ theorem,

P (a|F ) =
hI |ai ha|F i hF | Ii
hI|F i hF | Ii (1.66)

= hπ̂aiW . (1.67)

Once again, the weak value appears to have a close relationship to the classical con-

ditional probability of a given b = F.

Johansen applied more formal methods of statistical inference in Ref. [93]. He

took the initial ensemble corresponding to state |Ii as our prior information about a
statistical ensemble. With this information we we would like to estimate the para-

meter Â, given that we measured B̂ and found value F . To do this we estimate Â

with a function that takes F as its input, θ(F ). The actual form of the function is

chosen so that it minimizes a loss (or cost) function, L. Such a function is known as

a Bayes’ estimator. With Johansen’s choice of a loss function, L =
¿³

θ(F )− Â
´2À

(apparently this quadratic form is the most common loss function), he found that the

form of the Bayes’ estimator was the real part of the weak value. In other words, the

weak value can be considered to be Bayes’ estimator, also known as the most efficient

estimate, on a pre- and post-selected ensemble.

The Imaginary Component of the Weak Value

While the meaning of the real part of the weak value is somewhat uncertain, most

discussions, including those described above, agree that it is a measure of Â given F.

In contrast, there appear to be as many different interpretations of the imaginary part

of the weak value as there are discussions of it [94][59][32]. Quite often the real part

is termed the “weak value” while the imaginary part, and the proportional pointer

momentum shift, is simply ignored. This is motivated by a classical interpretation of

a weak measurement; a classical physicist would not expect a momentum shift and
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consequently would not consider it part of the measurement’s result. In addition,

the magnitude of the momentum shift depends not only on the observable Â or the

measured system, but also on the shape of the pointer function. For instance, for a

Gaussian pointer, as the measurement gets weaker,
D
P̂
E
fi
decreases with gt/σ2 (the

shift depends on the width of the pointer function). Since the width ∆P̂ decreases as

1/σ, this also means it is more difficult to determine the imaginary part of the weak

value than the real part.

Still, even if the meaning of Im
D
Â
E
W
is unknown,

D
P̂
E
fi
should have a physical

significance. After all, the momentum shift arises due to the standard von Neumman

measurement interaction Eq. 1.19. Steinberg argued
D
P̂
E
fi
is due to the “back-

action” of the measurement [59]. Backaction is the reaction of the system to the

measurement. In the limit of gt/σ → 0, a perfect weak measurement, there should

be no backaction and therefore a measured system will remain unchanged in state

|Ii . However, with finite coupling the probability for the system to subsequently be

found in |F i is changed depending on the momentum of the pointer. Conversely,

this weak correlation means that the post-selection of |F i also increases the weight
of certain momentum components in the pointer, which shifts average momentum in

one direction or other. With this insight, we would expect that the size and direction

of the shift will depend on |Ii , |F i , and the nature of the coupling (i.e. Â), which is
consistent with the formula for Im

D
Â
E
W
.

Johansen also considered the role of the imaginary part of the weak value [93]. He

found it to be equal to the minimum of the quadratic loss function discussed in the

last section. The estimator that gives this minimum is equal to the real part of the

weak value. The minimum loss and hence the imaginary part of the weak value can

be considered as a measure of how good or, conversely, how uncertain, the estimate

of Â is.

Let us consider the example of hσ̂yiW = i/
√
2, from the experimental weak mea-

surement section above. Since the weak value is completely imaginary, a classical
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physicist would interpret this as a null result. We could also interpret this as an

indication that there is relatively large backaction for this measurement. A comple-

mentary and perhaps related interpretation is that there is relatively large uncertainty

in the measurement result hσ̂yiW .
Nonetheless, as the next example will show, sometimes these physical interpreta-

tions are unnecessary. Consider the following scenario: We begin with an arbitrary

wavefunction as our initial state, hx |Ii = hx |ψi = ψ(x). A weak measurement of the

position projector π̂x = |xihx| is performed, followed by post-selection on momentum
eigenstate |pi . According to Eq. 1.44 the weak value will be

hπ̂piW =
hψ|xihx |pi
hψ| pi (1.68)

= ψ(x) · C(p) · eipx/~. (1.69)

Surprisingly, a direct measurement results in the complex-valued wavefunction itself,

which is usually assumed to be only indirectly observable (e.g. in tomography, or

interference experiments). The proportionality constant C(p) is inconsequential since

it is independent of x (as well, the global phase of the wavefunction is arbitrary) and

eipx/~ is a trivial phase factor that is fixed if p = 0. Consequently, one could map out

the wavefunction for all x by weakly measuring |xihx| , varying x over some range
while keeping p fixed. In this case, the imaginary part of the weak value has a very

straightforward meaning as the imaginary part of the wavefunction.

The wavefunction is typically assigned an indirect role in quantum measurements.

We require it to make measurement predictions but, as Bell’s inequalities show, we

should not take it to be a real object (e.g. a field) unless we are willing to allow

superluminal cause and effect in our description of the world. Nonetheless, a classical

physicist would interpret the result of the measurement in the example above as the

conditional probability for x given p, P (x|p). He or she would see the wavefunction
directly emerging from his or her measurements and thus assign it some sense of

reality. Similarly, we can reverse roles of x and p to give P (p|x) ∝ ψ̃(p). In light
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Figure 1.8: A schematic for the weak measurement based characterization of the
transverse wavefunction of a photon. The initial state is an arbitrary wavefunction
Ψ(x). The position projector is measured with a small rotation induced by a trans-
latable waveplate at x. One focal length after a lens, the wavefunction is now Fourier
transformed to Φ(p) and a pinhole post-selects on specific and fixed momentum state.
Detectors after a polarizing beamsplitter (PBS) allow us to find the result of the po-
sition measurement, which is the weak value. The weak value is proportional to
Ψ(x).
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of these generally complex conditional probabilities we once again consider Bayes’

theorem,

P (p|x) · P (x) = P (x|p) · P (p) (1.70)
hψ| pihp |xi
hψ|xi · |hψ|xi|2 =

hψ|xihx |pi
hψ| pi · |hψ| pi|2 (1.71)

hψ| pihp |xi hx|ψi = hψ|xihx |pi hp|ψi. (1.72)

Remarkably, Bayes’ theorem is satisfied by these two weakly measured conditional

probabilities up to an overall phase, supporting the classical physicist’s interpretation

of the measurement results as complementary conditional properties.

1.4.6 Conclusion

Weak measurement features in three of the next five chapters of this thesis. At the

present time, it is still largely overlooked as a tool for experimentalists. Specifically,

it has never been used to do anything but produce strange and odd results. More-

over, partly because of this history, it is still very controversial. This thesis takes

the first steps towards the development of weak measurement as a viable and ad-

vantageous technique for characterizing complicated quantum systems and processes,

such as multi-particle quantum states and quantum processes. It will also be demon-

strated that the weak values resulting from these characterizations can be analyzed

and understood, and relate to each other in much the same way as the results from

corresponding classical measurements. Therefore, although the exact meaning of com-

plex weak values is still being debated we can immediately use them to understand

the system under study.
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Chapter 2

The photon-exchange effect

2.1 Introduction

In a creative and controversial theoretical work, Jim Franson [95] showed how

photon-exchange interactions might give rise to a very strong Kerr-like nonlinear-

ity (see also [96][97][98][99]). Such an effect would be of enormous importance in

areas such as optical quantum computation, where the absence of photon-photon

interactions has long been seen as a major stumbling block to producing two-qubit

quantum logic gates. Nonlinear effects at the two-photon level have been demon-

strated in cavity-QED systems [16][17], but such systems are extremely cumbersome,

expensive, and not easily scalable. Quantum interference has been shown to en-

hance nonlinearities by many orders of magnitude (see the discussion of the switch

in Chapter 3 [19][100]). However, the dependence on interference limits this type of

nonlinearity to work on only a subset of possible input states [101]. Another popular

proposal [18] for generating huge nonlinearities involves using electromagnetically-

induced transparency and slow light [102][103]. Also, it has been shown that one

can mimic the action of a strong nonlinearity using only linear-optical elements and

conditional measurements [21][104] — such schemes rely on next-generation technol-

ogy including single-photon sources “on demand” and near-perfect photon-counting



47

detectors. While these ideas are very important for quantum information, having

“actual” nonlinearities at the quantum level open up an exciting new area of physics

— quantum nonlinear optics (see Ref. [105] for new work in this direction).

The nonlinear phase-shifts that typically result from χ(3) nonlinearities in atomic

systems grow linearly with the number of atoms in the region of interest [13], and

rarely exceed 10−10 for the interaction between a pair of photons. Franson performed

a perturbation theory calculation that suggested a different type of mechanism for

producing Kerr-like nonlinearities. If pairs of photons 1 and 2 of frequencies ω1 and

ω2 interact with a pair of atoms A and B, then the exchange process whereby atom

A nonresonantly “absorbs” the photon 1 and emits photon 2 while atom B absorbs

photon 2 and emits photon 1 gives rise to an extra dispersive nonlinearity. However,

unlike the usual Kerr effect, which grows linearly with the number of atoms in a

medium, N , this additional nonlinear phase shift was predicted to grow with the

number of pairs of atoms (of order N2). With a dense enough sample, this phase-

shift could be strong enough to act at the quantum level. As yet, however, the effect

has not been confirmed.

In a more recent effort to understand photon-exchange effects, John Sipe looked

at real transitions and the absorption of photon pairs instead of such virtual transi-

tions and dispersive effects (theory to be published by John Sipe). He predicted a

cooperative effect in an atomic gas with a narrow absorption feature in which the two-

photon absorption rate is larger then the product of single photon absorption rates.

In this sense, this effect mimics standard nonlinear absorption in a nonlinear medium.

For researchers who deal with quantum interference with photons, this cooperative

effect is easiest to understand as a generalized Hong-Ou-Mandel (HOM) effect. From

this perspective there is a close connection to the linear-optics quantum computing

(LOQC) concept of Knill, Laflamme and Milburn [21]. As the thesis introduction

demonstrates, HOM interference at a beamsplitter, which is a linear optical device,

can be considered a nonlinear (and thus entangling) interaction between the input
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Figure 2.1: The analogous setup to Franson’s proposal with the difference that we
now examine real absorption rather than phase shifts in the two photon component
of the input. Two wavepackets, containing a single photon each and separated by ∆t,
pass through an atomic sample with a narrow absorbtion feature. The cases where
both photons are transmitted are registered with a two photon detector.

photons. It follows that the cooperative absorptive effect described in this section

that occurs at the atomic cloud (which exhibits only linear absorption) can also be

understood in the context of LOQC-style nonlinear transformations. For a more gen-

eral community, the cooperative effect can be understood in a photon wavefunction

picture, in which photons act like localized particles. In this picture the effect de-

scribed in this paper is an exchange effect similar to those observed and predicted in

condensed matter systems (e.g. an effective force is often attributed to Pauli exchange

in fermions [106]).

2.2 Theory

Using a perturbative approach, John Sipe (unpublished) calculated the two-photon

absorption probability for two like-polarized photons in the same spatial mode in the

state,

|A,Bi = N (A,B)
ZZ

dωdω0fA(ω)fB(ω0)a
†
A(ω)a

†
B(ω

0) |0i , (2.1)
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where N (A,B) is a normalization constant, fA(B)(ω(0)) is the amplitude for frequency
ω(0), and a†A(B) is the raising operator for a photon of type A(B). Under these

conditions, the probability of absorbing both photons, PAB, can be expressed in terms

of the single-photon absorption probabilities PA and PB,

PAB = PAPB

µ
1 + ξAB
1 + υAB

¶
, (2.2)

where υAB is the square of the overlap integral,
¯̄R
dωf∗A(ω)fB(ω)

¯̄2 6 1, and
ξAB =

¯̄R
dωg(ω)f∗A(ω)fB(ω)

¯̄2£R
dωg(ω) |fA(ω)|2

¤ £R
dωg(ω) |fB(ω)|2

¤ , (2.3)

where g(ω) is the absorption spectrum of the medium. For independent absorption

events we expect PAB = PAPB; therefore correlated absorption probabilities come

from cases where υAB 6= ξAB. Such a case can be set up if the two photons are

separated in time, but pass through a medium with a narrow absorption feature of

width, ∆ωa. Since the photons do not overlap, υAB ≈ 0. Provided that the absorber
has a coherence time, 1/∆ωa, longer than the delay between the photons τ , we may

have ξAB 6= 0. In other words, if the photons are distinguishable before absorption,
but become (mostly) indistinguishable if absorbed, we may have PAB > PAPB, an

enhancement of the two-photon absorption. In cases where the photon delays are

much longer than the coherence time of the absorber, or when the photons are per-

fectly overlapped, PAB = PAPB, as expected in the absence of any nonlinear effects.

Using a photon wavefunction picture, Geoff Lapaire and John Sipe moved beyond the

perturbative approach for calculating the two-photon absorption probability. Pre-

cise expressions were derived for PAB as a function of the delay for general fA(ω) and

fB(ω) and also for a specific case. The conditions under which correlated absorption

events occur are, nevertheless, the same as found in John Sipe’s original perturbation

theory.

In the photon wavefunction picture, anomalous absorption effects are due to ex-

change terms. Enhancement of the two-photon absorption probability occurs when
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one has constructive interference between the amplitude for photon A to be absorbed

by atom 1 and photon B to be absorbed by atom 2 and the reverse. One can illustrate

the photon exchange effect in the photon wavefunction picture, even for two-photon

states |A,Bi which are not restricted to one-dimension (as in Eq. 2.1). But in

that one-dimensional limit the coincidence detection rate of two ideal detectors at

positions z1, z2 and at times t1, t2 is proportional to,

w(2)(z1, z2, t1, t2) = |N (A,B)|2

⎡⎢⎢⎢⎣
|ψA(z1, t1)|2|ψB(z2, t2)|2 + |ψA(z2, t2)|2|ψB(z1, t1)|2

+ψ∗A(z1, t1)ψB(z1, t1)ψ
∗
B(z2, t2)ψA(z2, t2)

+ψ∗A(z2, t2)ψB(z2, t2)ψ
∗
B(z1, t1)ψA(z1, t1).

⎤⎥⎥⎥⎦ .
(2.4)

The first-order photon wavefunctions, ψA(B)(z, t), satisfyE
+(z, t) |A(B)i = ψA(B)(z, t) |0i,

where E+(z, t) is the positive frequency component of the electric field operator, and

|A(B)i = R dωfA(B)(ω)a†(ω) |0i is a single-photon state. The last two terms on the
right-hand side of Eq. 2.4 are the exchange terms. In the absence of these terms, the

coincidence detection rate is proportional to the sum of the product of the individ-

ual photon detection rates at either detector, which is characteristic of independent

detection events. Applying this wavefunction description to a Hong-Ou-Mandel inter-

ferometer [46], one can show that the Hong-Ou-Mandel dip is simply a manifestation

of photon exchange. Considering now the presence of an absorbing medium, the

photon wavefunctions allow one to see the underlying physics in which, in this case,

destructive interference occurs between the detection events. The wavefunctions,

perhaps initially non-overlapping before passage through the absorbing medium, may

no longer be after their passage through it. Thus there can be interference ef-

fects in the subsequent detection, and a corresponding reduction in the two-photon

transmission probability below the uncorrelated-absorption prediction. This is the

experimental signature we seek. Note that this signature is nonclassical (in the sense

that it relies on the quantum statistics of the particles involved) since the analogous

calculation for fermions (with their anticommutation relation) predicts an increase in
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Figure 2.2: The system of interest. A two-photon state with a variable time delay
between the like-polarized photons impinges on an absorbing medium. The light that
passes through the absorption region is detected by a photon-pair detector. Under
the right conditions, the probability of absorbing a photon pair can depend very
strongly on the delay, τ .

the two-particle transmission probability where there is a decrease for bosons.

To investigate the anomalous two-photon transmission we used the basic system

sketched in Fig. 2.2. There are essentially three parts to both the experiment and

the theory: state preparation, evolution, and measurement. The quantum state of

interest is a normalized two-photon state where both photons have the same polariza-

tion and spectrum and the time delay between the photons can be controlled. This

state evolves as it passes through an absorptive medium which has some resonant

absorption feature in the center of the photon spectrum. Finally, the photon pairs

emerging from the medium are counted.

2.3 Experiment

The two-photon states were created in the setup shown in Fig. 2.3. Such a setup

is essentially a polarization-based Hong-Ou-Mandel (HOM) interferometer [46][107].

We use coincidence detection to post-select the state of interest. Specifically, we

used a collinear type-II phase-matched parametric downconversion source (0.1-mm

thick BBO) pumped by the second harmonic of a Ti:Sapphire laser. The second

harmonic was centred at 405nm (with a bandwidth of 7nm FWHM) and created



52

photon pairs each with a center wavelength of 810nm. The photon pairs exit from

such a source with orthogonal polarizations (one photon has horizontal polarization

and the other has vertical). We control the relative time delay between the photons

by passing them through a modified Babinet compensator. After the variable delay,

a polarizer is placed in the photons’ path at 45◦. With the polarizer in the system,

any photon pairs transmitted through this polarizer are thus polarized at 45◦, with a

time separation determined by the Babinet. This serves as the source of two-photon

states required by the theoretical work. From HOM interference [46], we expect an

increase in the number of photon pairs created near zero delay as the photons tend

to pair up. We measure this increase when there is no absorber, and divide it out of

our signal.

The theory also required an absorber with a narrower absorption feature than the

bandwidth of the photon pairs. From our downconversion source, we obtain photon

pairs with a FWHM power spectrum of over 100nm. The reflection from a dielectric

interference filter (CVI F10-810-4-1.00) was used as our absorption medium. This

filter has an 10nm wide absorption feature centred at 810nm. Light transmitted

through the filter was discarded. It should be noted that a gaseous atomic sample

could be used if one had a downconversion source with a much narrower bandwidth

(on the order of the width of an atomic resonance); such narrowband sources of

photon pairs have been demonstrated in optical parametric oscillators pumped below

threshold [108][109].

The experimental setup is shown in Fig. 2.3. We first measured the number of

photon pairs reflected from the broadband dielectric mirror as a function of the delay

using a cascaded pair of SPCMs (Perkin Elmer SPCM-AQR-13). This data set shows

any changes in the efficiency of two-photon state production which will be divided

out. Then the interference filter (with the blacked out back) is placed directly in

front of a broadband dielectric mirror. When the filter is in place we measured the

number of remaining photon pairs. We monitor the detectors’ singles rates and their
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Figure 2.3: The experimental setup. The state preparation is accomplished using
the output of a polarization-based HOM interferometer. BBO is a β-barium borate
nonlinear crystal phase-matched for type-II down-conversion; PBS is a polarizing
beamsplitter; SPCMs are single photon counters; Pol. is a polarizer. The pump
laser is separated from the down-conversion beams using a fused silica prism (not
shown). The two-photon state is prepared conditioned on successful post-selection
of a photon pair after the polarizer. Once prepared in the right quantum state,
the light passes reflects off either a removable interference filter (I.F.) (CVI F10-810-
1.00-4) (to simulate a medium with a very broad absorption line) or a broadband
dielectric mirror. In either case, the 45◦ polarized light is then split at a polarizing
beamsplitter which has a single-photon detector in each output. The PBS in this
case has no special function other than as a 50/50 beamsplitter since the photons are
both 45◦ polarized.
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Figure 2.4: Experimental data. The coincidence rate and singles rate as a function
of the inter-photon delay are shown in the case where a) the “absorber” (interference
filter) is removed and when b) the “absorber” is in place.

coincidence rate in the experiment.

2.4 Results

Fig. 2.4 shows the rates of photon-pair detection (solid circles) and singles rate

(small open diamonds) at one of the detectors as a function of the time delay between

the photons. Fig. 2.4a shows the data taken while the interference filter was removed

from the beam path and the light reflected from a broadband mirror; Fig. 2.4b shows

data taken when the filter was in place. Fig. 2.4a clearly shows that the two-photon

state preparation becomes much more efficient at zero delay. This increased pairing

is due to HOM interference [46]. In our experimental results the rate of photon

pair production at zero delay is 55% larger than that at large time delays; perfect

HOM interference leads to a doubling of the rate. As one would expect from a

HOM interferometer with low collection or detection efficiencies, the singles rate is
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featureless at the 1% level as a function of the time delay between the photons [110].

Fitting the data in Fig 2.4a. under the assumption of identical Gaussian power spectra

for the two photons yielded a FWHM of 129nm. Fig. 2.4b shows the data taken with

the interference filter in place. The most striking difference from the previous figure

is the drop in the number of photon pairs detected at a delay of approximately ±10
fs. There is a second, more subtle, difference in that the number of photon pairs at

zero delay is enhanced by only 42% over the rate at large time delays with the filter

in place. The singles rate in Fig. 2.4b also shows no dependence on the time delay

at the 1% level [111].

The ratio of the data in Fig. 2.4a to Fig. 2.4b is shown in Fig. 2.5 as solid circles.

This ratio normalizes the data and shows the photon pair reflection probability. To

reduce the noise on the data points a 5-point average was taken. The photon pair

detection rate at −10 fs is 15% less than the ratio at large delays and 17% less at

+10 fs. There is also a drop in the number of pairs measured at zero delay which

is not predicted by the theory. This discrepancy can be explained by the imperfect

visibility of our HOM interference, which we attribute to imperfect mode-matching.

If the interference were perfect, then the rate at zero delay would always be twice that

at long enough time delays. In the case of imperfect interference, one often uses the

transmission through narrow band interference filters to remove distinguishing spec-

tral information and raise interference visibility. The reflected light therefore carries

away more distinguishing information. Since we use the reflected light instead of the

transmitted, we expect that using the interference filter actually hurts the visibility,

as observed. This drop in visibility not only keeps the experimental data from re-

turning to a ratio of 1 at zero delay, but also serves to exaggerate the suppression in

the photon pair transmission. This makes obtaining an accurate enhancement factor

difficult.

Fig. 2.5 also shows the theoretical predictions for the coincidence rate ratio as

a function of the time delay between the photons in two different regimes using
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Figure 2.5: Experimental and theoretical normalized ratio of coincidence rates. The
data is the ratio of the coincidence rates from Fig. 2.4b to Fig. 2.4a. The maximum
drop in the coincidence rate ratio occurs for delays of ±10 fs and is approximately
15% less than the rate at long times. The data has been normalized to the average
rate at times further than 0 from ±20fs. The theoretical predictions are also shown.
The case where there are initially no frequency correlations (NFC) between the two
photons is shown as a solid line. The case where the frequencies sum to a well-defined
value (PFC) is shown as a dotted line.
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Gaussian spectra and a Gaussian absorption feature. The two different curves cor-

respond to photon spectra that are, at least initially, uncorrelated, as in Eq. 1, and

where the sum of the photon energies is a constant. The first regime describes the

light produced from a downconversion source with a broadband pump laser after

sufficiently narrow bandpass filtering, whereas the second describes downconversion

created by a CW laser [112][113]. The curves are both scaled to their coincidence

rate at very large time delays. In both situations, the enhanced region of photon

absorption occurs at approximately ±10 fs, in good agreement with the data. The

experimentally observed suppression of 15% is in better agreement with the theory

for perfect frequency correlations than with that for no frequency correlations. With

perfect HOM interference we expect that the suppression could double. The shape

of our experimental curve is, however, in better agreement with the theoretical curve

with no frequency correlations, where the transmission reaches its long delay value at

about ±20 fs. The theory for perfect frequency correlations shows suppressed trans-
mission over much longer times. In our experiment we are actually between these

two extreme regimes; our femtosecond pump laser has a bandwidth of about 7nm.

It is clear from the theory that these correlations can greatly influence the photon

pair transmission probability. Such a striking dependence on frequency correlations

makes this technique useful for measuring them. This will be the subject of future

work.

2.5 Is this a quantum effect?

An ongoing question regarding multiple-photon interference experiments is which

phenomena are truly quantum and which could be described in a classical model. A

number of entangled photon systems were at first thought to have a significant ad-

vantage in certain applications when compared to conceivable classical light systems

(examples include ghost imaging [114][115][116], quantum polarimetry [117][118] and
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coherence tomography[119][120]). In particular, Hong-Ou-Mandel (HOM) interfer-

ence came into question as a truly quantum effect (see the thesis introduction for a

review of the HOM effect). The characteristic experimental signature of the HOM

effect was that as the path-length difference τ to the beamsplitter (BS) was varied,

the coincidence detection rate at the two BS output ports would monotonically drop

from a flat background to zero at τ = 0. Conversely, it was obvious that two classical

light beams would only display first-order interference at the beam-splitter with the

associated interference fringes, absent from the HOM effect. However, given that

single photons have a completely random phase as does each mode in spontaneous

parametric downconversion (which was used as a source of photon pairs for the first

demonstrations of the HOM effect), perhaps the phase of the two classical beams

should also be randomized. If one were solely measuring the intensity at one output

port, as is typical in a first-order interferometer, this randomization would wash out

the interference, leaving no visible effect at all. This is not the case when measuring

a coincidence rate because in a classical model the coincidence rate is proportional

to the product of the intensities at the two detectors. The coincidence rate for the

randomized classical beams will also drop at τ = 0. However, the predicted rate will

not drop to zero but rather to half of the background (at large path-length difference).

In summary, both the quantum and classical models correctly predict a flat singles

rate (intensity at one detector) as a function of τ , but the classical coincidence rate

dip is limited to 50% visibility, whereas the quantum model correctly predicts 100%

visibility.

The origin of the effect in this paper also has conceivable classical explanations.

In particular, in a classical model our setup could be considered a first-order inter-

ferometer (i.e. replace the polarization HOM with a Mach-Zehnder interferometer)

followed by a filter. A first-order interferometer with a finite path-length difference

acts as a sinusoidal spectral filter, with a period ∝ 1/τ . With subsequent filtering by
the atomic absorption this possibly could create some effect in the coincidence rate
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that varies with τ . In fact, our setup is even closer to a standard first-order interfer-

ometer than the standard HOM setup discussed above since we only have a detector

(albeit a two-photon one) at one of the two output ports of the HOM beamsplitter

(which is the polarizer in our case). We test this idea by considering interference

between two classical beams with a power spectrum of

PS(σ, wo) =

µ
1

2

√
2σ
√
π

¶−1
e

µ
− 2 (wo−w)2

σ2

¶
, (2.5)

where wo is the center frequency and σ is the spectral width. One of these beams has

delay of τ imposed on it. We calculate the resulting intensity as a function of τ , with

and without the narrow filter, whose transmission function is given by,

filter(w, δ) = 1− e
µ
− w2

∆ω2a

¶
. (2.6)

Without the filter, the intensity is,
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With the filter, the intensity is (see Ref. [121] for details),

Ifilter(τ) =

Z
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Figure 2.6: Two-photon detection rate before phase-averaging as a function of the
path-length difference (or pulse separation) τ . Plots were calculated for filter and
pulse parameters used in the experiment, a) with filter and b) without filter.

In our setup, we measure the coincidence (two-photon) rate in one output of the

HOM. Consequently, we first square the intensity calculated above and then average

the phase woτ to find the coincidence rate C,

Cnofilter(τ) = 1 +
1

2
e(−

1
4
σ2 τ2). (2.13)

As expected in the classical model, the two-photon coincidence rate only increases by

half at τ = 0, a 50% visibility. With the filter, the coincidence rate is:

Cfilter(τ) =
1

2

⎛⎜⎝ −e(− 1
8
σ2 τ2)pσ2 + 2∆ω2a

+
√
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The ratio of these two coincidence rates gives the two-photon transmission rate (the
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Figure 2.7: Phase averaged coincidence rate for classical interference without the
filter (upper curve) and with the filter (lower curve) as a function of the path-length
difference τ .

quantity we plot in Fig. 2.5),

T2−photon(τ) =
Cfilter(τ)

Cnofilter(τ)
. (2.16)

In summary, in the classical model the anomalous transmission effect has much the

same shape as in the full quantum model, but has half the size.

We can understand the existence of this classical analog to the photon-exchange

effect in another way. It is well known that photon-bunching, which at first look
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Figure 2.8: Classical (dotted curve) and quantum (solid curve) for the anomalous two-
photon transmission rate through the filter. The dip in transmission in the classical
case is roughly half the size of the dip in the quantum case.
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appears to be a quantum effect, can be described in terms of constructive interference

of classical waves [122]. Add to this the fact that the increased two-photon rate in

one output port of a HOM interferometer at τ = 0 can be partly described by photon

bunching (see thesis introduction). Since the photon-exchange effect is a generalized

HOM effect, we should expect an analogous phenomena in classical interference.

2.6 Conclusion

There are inter-photon time delays for which the photon pair tends to be “trans-

mitted” (reflected from the interference filter) with lower probability than at very

long time delays where each photon is “transmitted” independently. This suppres-

sion is due to photon-exchange terms in the photon wavefunction theory. These

exchange terms become important when the photons are initially distinguishable but

are, at least partially, indistinguishable to a medium. In our case, this happens for

intermediate delays when the photons are separated by more than their coherence

length but by less than the coherence length of the absorber. The anomalous ab-

sorption occurs regardless of the method by which the two-photon state is created;

in that sense it is a property of the state and not of the method of state preparation.

Viewed another way, the experiment can be understood in terms of the generalization

of Hong-Ou-Mandel interference to nondegenerate photons (see Fig. 2.9).

We have observed that photon-exchange effects can give rise to nonlinear effects on

the pair-transmission probability, in analogy with Franson’s proposal [95][96][97][98][99].

Like-polarized photon pairs with a variable interparticle delay have been shown to

exhibit suppressed two-photon transmission through an absorbing medium — an ex-

perimental signature of enhancement of photon pair absorption. This suppression

occurs for delays that are longer than the photons’ coherence times but shorter than

the coherence time of the absorber. The nonlinearity created between photons in a

HOM interferometer (see thesis introduction) only occurs in the post-selected cases
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Figure 2.9: The photon-exchange effect explained in terms of Hong-Ou-Mandel
(HOM) interference. Reflection from the interference filter in the experiment takes
the place of the 50/50 beamsplitter in HOM interference. If the delay τ is approx-
imately equal to the photon wavepacket width ∆t, there are four temporal modes
corresponding to the four modes in the HOM interference. For larger delays, modes 3
and 4 to not overlap temporally. For shorter delays, modes 1 and 2 are not orthogonal.
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in which one photon is detected at each output port of the beamsplitter. Much like

this, the anomalous absorption only occurs in the post-selected events in which two

photons are detected. In particular, the singles rates remain unchanged for all τ . In a

recent short note [123], Franson admitted that there was error in his original calcula-

tions. In particular, this implied that his Kerr-like effect was impossible without some

loss. Specifically, like in the photon-exchange effect we describe, Franson’s nonlinear

phase-shift only occurs in the photon pairs that are detected, while there are neces-

sarily other photons that are scattered and absorbed by the atomic gas. Franson

concludes that this necessary absorption makes this type of scheme unsuitable for

quantum computation. However, this might not be the case; A LOQC C-NOT gate

has been observed under the same conditions (i.e. the nonlinear transformation only

occurs in post-selected photon pairs [124]). Moreover, the photon-exchange effect can

be described as generalized HOM effect in which there are many input and output

modes (e.g. frequency components). Consequently, this type of post-selected nonlin-

earity might be suitable for processing systems with higher-dimensional entanglement

[125][126].
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Chapter 3

Hardy’s Paradox

3.1 Introduction

Since its conception, quantum mechanics has confounded scientists who seek to

add a clear and consistent interpretation to its entirely successful mathematical

framework. Among others, Einstein and Bohr famously argued at length, volley-

ing gedanken experiments back and forth. Some of the more paradoxical of these

gedanken experiments later transformed into the pedagogical examples now used to

teach quantum mechanics, such as Young’s double-slit experiment. One particu-

lar gedanken experiment, the EPR paradox, was used by John Bell in the 1960s to

prove that quantum mechanics cannot be interpreted in the same intuitive manner

that classical mechanics is [27]. More specifically, he showed that if quantum me-

chanics is correct, it is not a local realistic theory [127]. It took until the 1970s

for this controversial result to be adapted for experimentation [128], resulting in a

statistical inequality, which was tested with entangled pairs of photons in the singlet

state [42]. In the 1980s, entangled three-particle states called GHZ (Greenberger,

Horne, Zeilinger) states were used to show a direct, as opposed to statistical, contra-

diction between local realism and quantum mechanics [26][14]. At roughly the same

time, consideration of the unique properties of quantum mechanics, such as entangle-
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ment, led to the development of quantum computation and cryptography and other

information-related schemes [5][4]. Finally, in 1992, Lucien Hardy created a scheme,

now known as Hardy’s Paradox, in which just two particles (and only two observers)

can be used to prove Bell’s theorem without using inequalities [129][28]. Later, by

changing from particles in different paths to polarized particles, Hardy generalized his

scheme and maximized the number of events in which the contradiction occurs [130].

Since Hardy’s original two papers there have been a few implementations of this gen-

eralized scheme [131][132][133]. However, the paradoxical nature of Hardy’s original

scheme remains the simpler concept to understand. It clearly shows that our classical

reasoning is wrong in many ways. To this point, David Mermin poetically stated

that Hardy’s Paradox “stands in its pristine simplicity as one of the strangest and

most beautiful gems yet to be found in the extraordinary soil of quantum mechanics”

[134][135]. This section describes an experiment that implements Hardy’s Paradox

in its original simple form. Moreover, this implementation is the first application

of a single-photon-level absorptive switch that was developed in the Steinberg lab

prior to this thesis. While performing this experiment another group posted similar

results on the xxx.lanl.org archive, which have now been published in Ref. [136]. In

the place of our switch, they follow an early proposal by Hardy [137] and use the

nonlinearity introduced by the Hong-Ou-Mandel effect [46], as described in the thesis

introduction.

3.2 Interaction-free measurements.

The setup for Hardy’s Paradox consists of two interaction-free measurements

(IFM). These are a type of measurement proposed by Elitzur and Vaidman in 1991

[138] in which the presence of an object can be discerned without it being disturbed.

The simplest example of this type of measurement is a Mach-Zehnder interferometer

(shown in Fig. 3.1) that is aligned so that all the photons entering the interferometer
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leave through the “bright” output port C and none through D, the “dark” output

port. Both the first and last beamsplitters (BS1 and BS2) reflect and transmit

with 50% probability. Consider what would happen if an object, say a highly light-

sensitive bomb, were positioned in the right-hand path (I). This bomb will absorb

any photon that hits it and subsequently explode. If we let only one photon enter

the interferometer, it has a 50% chance of taking the left path (O), thus avoiding trig-

gering the bomb. It then has a 50% chance of exiting through port C, which conveys

no information about the presence of the bomb, and a 50% chance of exiting through

the previously dark port, D. The latter then indicates the presence of the bomb

without the photon triggering the bomb. It is in this sense that the measurement

is free of interaction (a closer examination of what is meant by “interaction-free” is

given in [139]). In total, one has a 25% chance of success (detecting the bomb without

detonating it), a 25% chance of receiving no knowledge, and a 50% chance of failure

(an explosion).

The above analysis naturally leads one to the question of whether the photon was

in the bomb arm in trials which were successful. If not, how could the bomb’s presence

influence which output port the photon took? If so, why did the bomb not explode,

and how did the photon get to the detector? As the next step towards Hardy’s

Paradox, consider what would happen if the bomb were in an equal superposition

of two position states, one in arm I and one outside of the interferometer? In this

scenario, if a photon is detected in the dark port D, the state of the bomb collapses

to a state in the arm I. On the other hand, if the photon exits from the bright port

C, no collapse occurs. Evidently, IFMs also function properly when the object is

inherently quantum mechanical.
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Figure 3.1: An interaction-free measurement (IFM). A single particle enters an empty
interferometer aligned so all the particles leave through the bright port (B). A click
at the dark port detector (D) signals the presence of an object in one of the arms.
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3.3 Intuitive version of Hardy’s Paradox

Hardy’s Paradox takes this scenario one step further. Hardy envisioned using

an electron as the test particle in the IFM and a positron as the bomb (see Figure

2). The positron is placed into a superposition by a 50-50 beamsplitter. The

extra step is that after the electron and positron would have annihilated each other

in region W, the positron superposition is recombined at another 50-50 beamsplitter.

We now have a symmetric experiment where both the electron and positron enter

Mach-Zehnder interferometers (distinguished by the subscripts - and + respectively).

Each interferometer performs an IFM on the particle in the other interferometer. If

one detects the electron at D− this implies that the positron was in I+ and conversely,

a positron at D+ implies the electron was in I−. Surprisingly, it is possible for both

the electron and positron to exit their respective D port in the same trial, implying

they were each in their respective I arm. Consequently, this appears to answer the

question in the last section of which arm the electron was in before a successful mea-

surement: The arm with the object in it. But then how did the electron and positron

avoid annihilation and arrive at our detectors? These two contradictory conclusions

arise from the false classical idea that a particle has determinate properties, such as

position, before observation. This is the essence of Hardy’s Paradox.

3.4 Quantum mechanical model

A quantum mechanical model of the Hardy’s Paradox is quite simple:
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Figure 3.2: The scheme for Hardy’s Paradox. There are two IFMs. One uses an
electron and the other a positron. Each IFM is positioned to detect the presence
of the particle in the inner (I) arm of the other IFM. Simultaneous dark port (D)
detections at both IFMs indicate that the electron and positron were at the overlap
region W simultaneously. Here they should have annihilated, but clearly they did not
since they arrived at the D detectors.
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The particles annihilate each other 1/4 of the time (produces light γ), and either or

both bright port detectors click 11/16 of the time, leaving the last 1/16 for the para-

doxical coincident dark port detector clicks. This last probability can also be derived

by considering the two IFMs: The electron is in the inner arm 1/2 the time, and when

it is in the inner arm, the positron IFM has a 1/4 chance of detecting it (meaning the

positron exits through its dark port). After this detection, the electron’s superposi-

tion has collapsed and the interference is destroyed, so it leaves through its dark port

1/2 of the time. Thus, the probability for both particles to leave their dark ports

is 1/2× 1/4× 1/2 = 1/16. The goal of Hardy’s generalization was to maximize this
probability by altering the state after the annihilation [130]. This required switching

the calculation to the polarization basis (as opposed to interferometer arms), which

allows for more general transformations than with 50-50 beamsplitters. However,

in this generalization the simple intuitive interpretation in terms of IFMs was lost.

Moreover, the experiments that implemented this generalized version ([131][132][133])

created Hardy’s generalized post-annihilation state directly, eliminating half of the

original experiment.

It is important to note that the post-annihilation state is non-maximally entan-

gled, in contrast with the Bell-states, for which the correlations between the particles

are perfect. This demonstrated that, surprisingly, maximal entanglement is not nec-

essary to demonstrate Bell’s theorem.
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3.5 Rigorous version of Hardy’s Paradox

The paradox can be analyzed more rigorously in terms of logical statements that

summarize the essential elements from the discussion above. All symbols in the

following refer to the Hardy’s Paradox figure. Each of the logical statements can

be verified by making the appropriate measurements on the two interferometers. In

particular, the final beamsplitters BS2+ and BS2- can be removed so that the two

detectors now directly measure which path the particle is in. With one beamsplitter

in and the other removed we can verify that both IFMs appear to work correctly. This

gives two logical statements: A click at D+ indicates e- is in I- with certainty (D+

→ I-), and by symmetry, D-→ I+. Assume that the measurements are independent

(this could also be directly instituted by making the measurements in non-overlapping

space-time cones). With both beamsplitters in place, simultaneous clicks at D+ and

D- logically implies I- and I+, the electrons were in the inner arms simultaneously

and, as pointed out above, they should have annihilated. More rigorously, in those

instances where we measure the paradoxical D+D- clicks, we could just as well have

measured with the beamsplitters removed. In this case, we would expect to find

particles in the I+ and I- arms simultaneously. The paradox is that, if we do measure

with both beamsplitters removed then we never do find them in the I+ and I- arms

simultaneously. This is a direct logical contradiction, in contrast with the statistical

contradiction in the more familiar Bell’s inequality.

Of course, in a real experiment there are imperfections in the apparatus, which

necessitates moving to statistical inequality. To start with, we expect to find, on

average, as many pairs of particles in the I arms as we register coincident D detector

clicks or,

R(D+,D−) ≤ R(I+, I−). (3.5)

If there is imperfect interference in the IFMs then clicks at D will sometimes indicate

the corresponding target particle is in arm O, as opposed to I. Imperfect annihilation
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of the particles introduces a background of pairs of particles in the inner arms but

this is omitted since it makes the right-hand side smaller and thus easier to violate.

Consequently, we should add two additional terms to the right-hand side of the in-

equality, R(D+, O−) and R(O+,D−). For a real apparatus we now have the statistical

inequality,

R(D+,D−) ≤ R(I+, I−) +R(D+, O−) +R(O+,D−). (3.6)

This inequality, which arises naturally from considerations of the apparatus, is the

famous Clauser-Horne inequality [140]. It differs in appearance from the standard

form only because it pertains to a different set of measurements (typically, the mea-

surements are polarization projections at a set of angles — see Ref. [141] for example).

Just as with the Clauser-Horne inequality, a violation of Eq. 3.6 signifies that no local

hidden variable theory can properly predict the outcome of this set of measurements.

This points to the crux of the paradox: We attempt to assign a location, which is

an example of a simple hidden variable, to each of the particles. We do this despite

the fact that it is in principle impossible to directly measure the location in those

cases where we register the paradoxical result, D+ D-. They are complementary

measurements. If we tried to directly measure the location, we would collapse the

particle to one of the arms and this would destroy the IFM interference and, in

turn, negate the logical implications of the paradox. Instead, we attempt to make

counterfactual statements about the location of the particles (in I+ and I-) based

on the logical implications of IFM results. The IFMs appear to be perfectly good

measurements of the presence (or location) of either classical or quantum objects, yet

they are indirect measurements. This paradox is a striking example of the perils of

indirect measurement in quantum mechanics.
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3.6 The switch

Lucien Hardy’s original scheme involved electrons and positrons, which are pro-

hibitively difficult particles to make interferometers with. Photons would be the ideal

particles to use but they do not annihilate each other. In fact they interact very

weakly, even in nonlinear crystals. However, in work done before this thesis, Kevin

Resch, myself and Aephraim Steinberg developed an absorptive switch for single-

photon-level fields that makes this experiment possible [19]. The switch ideally allows

a photon pair passing through it to up-convert or “annihilate” with a probability of

close to 100%. It consists of a nonlinear χ2 crystal with a strong pump at 405 nm

passing through it. As we saw in the thesis introduction, through SPDC this creates

photon pairs in two output modes. The two input modes to the switch, 1 and 2,

pass through the crystal and overlap with the output modes, 3 and 4. If these input

modes occasionally contain photons then there are two Feynman paths that can lead

to a pair of photons, one in each output mode. Each of the input modes can con-

tribute a photon to make up the pair, or the pair can come from downconversion. If

the two Feynman paths share a phase relationship and are indistinguishable they will

exhibit interference [142]. In particular, if they are out of phase they will destruc-

tively interfere, resulting in an absence of photon pairs in the output modes. In this

situation, any paired photons in the input modes are selectively upconverted in the

pump beam while the unpaired photons pass through unimpeded. In this way, one

photon has the ability to control the transmission of the other, as in a switch. From

another viewpoint, should two photons arrive at the crystal at the same time then

they “annihilate,” just as we desire for Hardy’s Paradox.

Experiments have shown that the phase information of the pump is not lost during

downconversion [143][144], and that, even though the phase of one of the down-

converted beams is random, the phase of both together must sum to the phase of

the pump. We use downconversion as the source of photon pairs for the two IFMs
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Figure 3.3: a) The setup for the switch effect. Two input beams enter the back of
χ(2) nonlinear crystal in modes 1 and 2. A pump beam passes through the crystal
so that downconversion pairs of photons are produced in the output modes 3 and 4.
b) Two Feynman paths lead to a photon pair in the output modes. When these
are adjusted for destructive interference then no photon pairs emerge in the output
modes. However, unpaired photons pass through the crystal unimpeded.



76

in Hardy’s Paradox. Consequently, if we use the same pump for the production of

these pairs as we do for the pumping the crystal in the switch, then the two Feynman

paths will be related by the phase of the pump beam. Moreover, if instead of using

a different crystal for the switch and photon pair source we retro-reflect the pump

through the same crystal, then the two paths will be indistinguishable; the photons

will have identical spectral, temporal, and spatial modes.

In fact, since the switch relies on phase, one of its limitations is that single-photon

states cannot be switched. Instead, to be rigorous, it is the amplitude to have a single

photon that is switched. Furthermore, the actual size and phase of the amplitude of

the photon pair term must be known in advance to balance the two Feynman paths.

While these features might limit the usefulness of this effect for a controlled-not gate

for a quantum computer, conditional-phase operations have also been demonstrated

[20]. Fortunately, the switch is well suited to Hardy’s Paradox as we know the photon

pairs encounter each other at constant location (the crossing of the I arms), and at

a constant rate, since the reflectivities of the first beamsplitters are also constant.

This means that the photon pair amplitude and phase should ideally remain constant

throughout the experiment, as is necessary for the switch.

3.7 Experimental implementation

The experimental setup is shown in Fig. 3.4 A diode laser produces a 30 mW 405

nm beam, which is filtered by blue glass and sent through a dichroic mirror. This beam

produces 810 nm photon pairs in a 4 mm long BBO (Beta Barium Borate) crystal

through the process of Type II spontaneous parametric downconversion. These pairs,

consisting of a collinear horizontal (E) and vertical (P) photons, take the place of the

electron and positron from the introduction. The pump passes through a dichroic

mirror at 45 degrees, to later be retro-reflected back along the same path it travelled

before. The photon pair reflects off the same dichroic and then passes through another
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Figure 3.4: The experimental setup for Hardy’s Paradox. See text for details. Beam-
splitter (BS), dichroic beamsplitter (DC BS), polarizing beamsplitter (PBS), com-
pensating crystal (CC).

dichroic, to remove any residual pump light, followed by a 2mm-thick BBO crystal,

to compensate for the birefringent temporal delay in the first crystal. The photon

pair then meets a 50-50 beamsplitter, which acts as the first beamsplitter in both

the electron and positron interferometers. At this point, each photon can either be

retroreflected and enter the Inner (I) arm or be transmitted and enter the Outer (O)

arm.

Reflected photons pass back through the downconversion crystal along with the

retroreflected 405 mW pump. The amplitude for the retro-reflected pump to create

a pair of photons in the crystal is set to interfere destructively with amplitude for a

photon pair in the reflected 810 nm beams. Thus, if both the E and P photons enter
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their Inner arms they are removed from the beams, whereas if only a single photon

enters, it passes through the crystal unimpeded. This is the absorptive switching

that takes the place of electron-positron annihilation.

Transmitted photons enter the Outer arms. They have their spatial orientation

flipped by two mirrors and are then reflected from a translatable mirror arrangement

that can vary the path length. Both the Inner and Outer paths encounter polarizing

beamsplitters (PBS) so that the E and P photons are split into their own spatially

separate interferometers. The P interferometer contains an additional translation

stage so that both interferometers can be adjusted to have the same path-length

difference. The Inner and Outer paths of the two interferometers are recombined at

two non-polarizing beamsplitters (NPBS), taking the place of the final Mach-Zehnder

beamsplitters for the electron and positron. Behind each of the NPBSs is a single-

photon detector (a module from Perkin-Elmer that detects using a Silicon Avalanche

Photodiode operated above the breakdown voltage).

A temperature-stabilized 780 nm laser diode is used as a phase reference for the

adjustment and stabilization of both Mach-Zehnders and the absorptive switch (which

is based on an interference effect and hence needs to stabilized). The stabilization

apparatus is shown in Fig. 3.5. A computer adjusts the phase by tilting 0.1mm thick

glass slides in all three interferometers, each approximately at Brewster’s angle. It

first searches for the point of maximum destructive interference and then uses the 780

nm laser to stabilize the interferometers there. At this phase, the two single-photon

detectors are at the dark ports of the two Mach-Zehnders and the switch ideally

removes any photon pairs passing through it.

To test Hardy’s Paradox we need to make two complementary measurements for

each interferometer; the IFM, with the beamsplitter in place, and the photon location,

with the beamsplitter removed. Removing the beamsplitter while still maintaining

interferometric alignment is problematic. Instead, we shutter the opposite arm from

the one we are interested in. For example, if we want to measure the photon rate in
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Figure 3.5: All three interferometers in the experiment are stabilized using one 780 nm
laser as a reference. The laser first enters through the back of the dichroic beamsplitter
in the switch interferometer. Following the path of the downconverted photons, the
reference laser then enters the Mach-Zehnder interferometers. Glass slides 0.1 mm
thick labelled PS-S, PS-V, and PS-H are placed in the switch interferometer, and the
vertical, and horizontal Mach Zehnder interferometers, respectively. The reference
signals are measured by detectors Sig.-S, Sig.-V, and Sig.-H, respectively. The signals
are processed in computer, which then rotates the glass slides in response to stabilize
the phase. A stability of λ/20 over one hour was achieved.
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Figure 3.6: The switch. As we change the pump phase (through the retro-reflecting
mirror position) the number of coincidences oscillates with a visibility of 82%. These
rates are measured with the outer arms blocked and are thus a measure of the number
of photon pairs in the inner arms. The switching effect occurs at the minimum of the
curve.

arm I then we block arm O. All the photons at the detector will be from arm I and

rate will be known up to the transmission of the beamsplitter. To test the functioning

of the switch, we measure the rate of remaining photon pairs in the inner arms (by

shuttering the outer arms).

3.8 Results

There are a number of technical factors that prevent the experiment from per-

forming ideally. Using the same crystal as a source and a switch for the photon pairs

eliminates most distinguishing information between the two Feynman paths that de-

structively interfere to give the switch effect. However, the crystal axis (at some angle

to the pump beam) breaks the reflection symmetry (which we rely on since the modes

are retro-reflected back to crystal). This causes the photons to have some spectral

shift across their transverse momentum profile, and upon reflection this shift changes

in sign. Consequently, only those transverse momentum components near zero will

interfere effectively. We limit ourselves to these components with 1mm irises in front



81

of the detectors. Nonetheless, as Fig. 3.6 shows, some distinguishability remains,

causing the switch to remove 82%, rather than all, of the photon pairs on which it

acts. Stabilizing all three interferometers, we measure a rate of 24.9 ± 1.12/5s co-
incidence counts arising from the inner arms (when adjusted for the beamsplitter

transmissions). We can also test the efficiency of the two IFMs. For the E Mach-

Zehnder, a click at the dark port detector indicates the P photon is in the Inner path

95±3% of the time, whereas for the P Mach-Zehnder a similar measure gives 94±4%,
which is roughly consistent with the visibilities of the two interferometers shown in

Fig 3.7. With all three interferometers aligned we observe 19.1 ± 0.5 coincidence
counts every 5 s between the E and P dark ports. This is the paradoxical result from

Hardy’s Paradox in which both IFMs simultaneously succeed. However, although all

three interferometers have fairly high visibilities, they are not large enough to violate

the inequality in Eq. 3.6. To violate this inequality the switch visibility (VS) has to

be sufficiently large to satisfy the following relation:

VS ≥ 11
8
− V

2
MZ

2
, (3.7)

which assumes the two Mach-Zehnder visibilities (VMZ) are equal. Even if the Mach-

Zehnders were perfect (VMZ = 1), the switch would still need to remove greater than

87.5% of the photon pairs to be able to violate Eq. 3.6 and thus prove the impossibility

of a local realistic description of the world. Nonetheless, the essential elements of the

paradox are present. Later in the thesis we directly test the locations of the photons

using weak measurement.
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Figure 3.7: The interference fringes for the a) E (vertical) and b) P (horizontal) Mach-
Zehnder interferometers. These plots show the coincidence rate at the two detectors
in the experimental setup figure, measured while the pump retroreflection is blocked.
The motor in the outer arms (while they overlap) is translated. The E coincidence
curve is measured while the outer arm of the P interferometer is blocked and vice
versa. To align the IFMs, each interferometer is stabilized at the point of maximum
destructive interference.
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Chapter 4

Momentum transfer and

Which-Way Measurement

4.1 Introduction

An interference pattern forms when it is impossible to tell through which of two

slits a particle travelled to a screen. Performing a which-way measurement (WWM) to

determine which path the particle took destroys this pattern. Thus, there is a trade-

off between wave- and particle-like behaviour, which Bohr named complementarity.

However, the exact mechanism that enforces this trade-off has been controversial. Ac-

cording to Bohr [145], this destruction can be ascribed to an “uncontrollable change in

the [transverse] momentum,” enforced by the Heisenberg (position-momentum) Un-

certainty Principle, ∆p∆x ≥ ~/2. A good example of this is Feynman’s Microscope
[146]. In this gedanken experiment, there is an electron double-slit interferometer.

A WWM is performed by illuminating the slits with light and distinguishing which

slit the electron travelled through by collecting the scattered photons with a micro-

scope. During the scattering, the photons impart a momentum to the electrons of

roughly ~/λ. The resolution of the microscope is limited to the wavelength of the

light λ, which then must be smaller than the slit separation s. Consequently, the
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scattering process transfers a random momentum q ∼ ~/s to the particle, which is
enough to shift the pattern by one fringe spacing, thus washing out the interference

pattern. This was accepted for 60 years until, in 1991, Scully, Englert and Walther

invented a WWM scheme that appeared to have no physical mechanism for trans-

ferring momentum [30]. They claimed, “it is simply the information. . . and not the

uncontrollable alterations of the spatial wave function” that destroy the interference.

They concluded, “the principle of complementarity is much deeper than the uncer-

tainty relation.”

Scully et al. considered a double-slit interferometer that worked with atoms rather

than the photons used in Young’s original apparatus [147]. Their WWM scheme

consisted of an optical cavity placed behind each of the slits, in which the excited

atoms would deposit a photon as they passed through. If a photon is found in one

of the two cavities, it is known which slit the corresponding atom travelled through.

Since the cavities were much wider than the widths of the slits, the fields inside them

varied slowly over each of the slits, suggesting that there is no mechanism for them

to transfer significant momentum. Scully et al.’s more detailed calculations of the

interaction of the atom with the cavity seemed to confirm this.

Although the above conclusions fit well with the emerging field of quantum infor-

mation, not everyone was convinced. After all, the WWM still differentiates between

two positions a distance s apart, so why does Heisenberg uncertainty not apply in

this case? Furthermore, in the far-field the distribution of particles on a screen is pro-

portional to the probability distribution of their momenta. Thus, we can identify the

interference pattern observed without a WWM as the initial momentum distribution.

Likewise, with the WWM one observes the final momentum probability distribution,

P (pf). The actual shape of the initial and final distributions are different — one has

fringes and the other does not, implying that there must have been momentum trans-

fer [148] to change the initial distribution to the final distribution. However, if one

attempted to quantify this difference by doing a detailed calculation of the variance of
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the two distributions for the Scully et al. WWM, one would be surprised to find they

were equal. In fact, all the moments of the initial and final momentum distributions

were equal, which was not the case for the Feynman Microscope. Clearly, the WWM

of Scully et al. is different from the WWMs that have been considered in the past.

Nonetheless, in response to Scully et al.’s claims, Storey et al. [31] proved a general

theorem showing, they claimed, that there is always momentum transfer of order ~/s.

They also disagreed with Scully et al.’s detailed interaction calculations.

That both sides in the debate ([30][31][149][148]) had valid claims was first pointed

out in Ref. [150]. The disagreement came from the fact that the two groups were using

different concepts of momentum transfer. These concepts agreed only for classical

transfers (i.e. random kicks) such as those induced by WWMs of the type discussed

by Bohr [145][151] and also Feynman [146]. The WWM of Scully et al. is not of this

type. In particular, Scully et al. showed that a single-slit wavefunction would be

unchanged by their WWM. This is what makes their WWM unique and what defines

Scully et al.’s concept of momentum transfer (or lack there of it). The theorem of

Storey et al., on the other hand, meant that if the initial state were a momentum

eigenstate then after any WWM the final momentum distribution would have a width

of at least ~/s [152]. (We define the “distribution width of at least χ” to mean

that it is nonzero somewhere outside the interval [−χ,χ].) It is unsatisfying that

these physical predictions require experiments (with a single-slit wavefunction and

momentum eigenstate, respectively) that are incompatible with each other and with

the double-slit experiment that they are supposed to illuminate. In contrast, the weak

measurement technique that we will now outline allows us to directly measure the

momentum transfer while carrying out the original double-slit experiment.
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4.2 The Idea

Before we describe that technique, we begin with a straightforward procedure

to measure the momentum transfer. We could tag each momentum component

in the initial double-slit wavefunction and then, after the WWM, observe at which

final momenta they are detected. The difference between the two is the momentum

transfer, q = pf − pi. As a tag, we would want to use a parameter of the particle

uninvolved in the interference effect. In this experiment, we tag particles with an

initial momentum pi by inducing a vertical displacement D in them. After the

WWM, we would select the subset of particles with final momentum pf and count

the number of these that are tagged. In this subset, (#tagged)/(total#) = P (pi|pf),
the probability that a particle began with pi given that we subsequently found it had

momentum pf . If we repeat this for every combination of pi and pf , then we can find

the unconditional probability distribution P (pi&pf) = P (pi|pf) · P (pf). And from
this, one can find the probability for a momentum transfer q regardless of the initial

or final momentum of the particle,

P (q) ≡
X
pi

P (pi&pi + q). (4.1)

Alternately, we could repeat this procedure with the substitution that we measure

the average displacement of the whole subset, d = [(#tagged) · D + (#untagged) ·
0]/(total#). It follows that the conditional probability P (pi|pf) = d/D. In this

experiment, we use this alternate procedure because it does not require us to know

whether or not a particular detected particle was tagged and began with pi. This turns

out to be important. If we can determine a particular particle’s initial momentum

with certainty, then it must have begun in the corresponding eigenstate, a plane-wave

wavefunction, as opposed to beginning in the double-slit wavefunction we wanted. In

effect, our tagging procedure is a “strong” measurement of initial momentum, and the

ensuing collapse into a plane-wave disturbs the very process we wish to investigate, the

WWM. Naturally, one would desire a way of arbitrarily reducing this disturbance.
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The solution is to similarly reduce our ability to discriminate whether or not a

particular particle had momentum pi. We do this by making the induced displace-

ment D small compared to the vertical width of the particle’s wavefunction. The

trade-off in reducing the disturbance is that we are now unable to count the number

of tagged particles, even in principle. Fortunately, we can still determine the aver-

age displacement of the subset to arbitrary accuracy simply by running more trials.

In short, this solution amounts to reducing the relative strength of the interaction

(and hence, disturbance) that generates the measurement. Consequently, a classical

physicist would still interpret the result d/D as giving P (pi|pf).
This is a weak measurement (see the thesis introduction) and d/D is the average

result, the weak value (in the limit of D → 0). A slightly more general formula for

the weak value than the one given in the introduction to the thesis is:

φhXwiψ = Re
hφ|ÛX̂|ψi
hφ|Û |ψi . (4.2)

The parameters |ψi , |φi , and X̂ are respectively the initial state of the system, the

post-selected state, and the weakly measured observable. In the above procedure,

these are the double-slit wavefunction, the final momentum state |pfi, and the initial
momentum |pii hpi|. Evolution after the weak measurement is given by Û , typically
unitary, but in our case, an operation describing the measurement of the particle by

the WWM device [32][153].

Remember that the results of weak measurements can have strange values that

would be impossible for standard measurements. To interpret these strange results

in the context of the measurement procedure described above let us first recount what

the weak value is equal to when there is no post-selection. In this case, we set |φi equal
to |ψi , and Eq. 4.2 just equals the expectation value of X̂. If X̂ is a projector π̂, this

expectation value, and hence the weak value, is generally interpreted as a probability,

P (π). However, in the case of post-selection on state |φi, the weak value may lie
outside the eigenvalues of X̂ [29]. In particular, if we weakly measure a projector,
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the weak value can lie outside the range [0,1], impossible for a standard probability

(see the thesis introduction for a longer discussion of non-standard probabilities). To

make this distinction, the weak value of a projector is called a weak-valued probability

(WVP). The fact that the WVP can be negative enables it to describe states and

processes which require a quantum description, similar to other quasi-probabilities

such as the Wigner function. Reference [32] applied WVPs to momentum transfer

in WWMs. The basic idea is to find the conditional WVP Pwv(pi|pf), or the WVP
for initial momentum to be pi given that the final momentum is found to be pf .

Our weak value, d/D, is exactly Pwv(pi|pf), although a classical physicist would label
it as P (pi|pf). Therefore we manipulate this result according to Eq. 4.1 just as a
classical physicist would, but with one difference: We refer to the resulting quantity

as the weak-valued momentum transfer distribution, Pwv(q). It is in this manner

that we directly observe a momentum transfer distribution: It is derived via a simple

prescription, with no reference to quantum physics, from measurements a classical

physicist would understand.

A minor complication is that the experimental resolution of the initial momentum

measurement is limited to ∆. In the place of |pii hpi| we use the projector,

π̂(pi) =

Z pi+∆/2

pi−∆/2
dp|pihp|, (4.3)

weakly measuring it for pi = n∆, where n is an integer. The resolution∆ should be¿
h/s, the interference pattern fringe spacing. The weak value d/D = pf

hπw(pi)iψ
is now the WVP for the initial momentum to lie within ∆/2 of pi, given that the final

momentum is pf , which we still write as Pwv(pi|pf) for simplicity. Our prescription
for calculating Pwv(q) from Pwv(pi|pf) remains unchanged. If there is no WWM,

then Pwv(pi|pf) = 1 if |pi − pf | < ∆/2, and 0 otherwise. Any deviation from this

represents a momentum disturbance.

Much like a standard probability distribution, Pwv(q) integrates to unity. More-

over, its mean and variance exactly reflect the change in the mean and variance of the
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momentum distribution that occurs as a result of the WWM [153]. For WWMs that

produce random momentum kicks [150], Pwv(q) is guaranteed positive. However, in

some cases quantum processes must be described as a distribution of amplitudes, not

probabilities [150]. If Pwv(q) goes negative, it indicates one of these cases; a WWM

that induces a “nonclassical momentum transfer”. Reflecting the theorem of Storey

et al., Pwv(q) must have a width of at least ~/s. On the other hand, in the Scully et

al. scheme where the WWM has no effect on a single-slit wavefunction, the mean and

variance of Pwv(q) are exactly zero (in the limit ∆→ 0), reflecting the no-disturbance

calculation of Storey et al.

There have been a couple of elegant experiments that purport to address this

issue. However, the question of momentum transfer by WWMs in a double-slit

apparatus, as treated by Bohr, Feynman, Scully et al., and Storey et al., has yet

to be investigated. The key element of the original Scully et al. scheme was the

preservation of the single-slit wavefunction. There are many ways to accomplish this

more simply than with atomic cavities. In particular, an experiment by Rempe and

co-workers [154] creates a WWM that rotates the atomic spin. However, they say,

“In our experiment, no double-slit is used and no position measurement is performed,

so that the results of [Reference 9] do not apply.” Specifically, the two paths for the

atoms are separated by much less than the width of the wavefunction of the atoms.

Consequently, a double-slit could not be inserted into their experiment at any point,

even in principle. Moreover, although they argue convincingly that there exists no

theoretical physical mechanism for momentum transfer in their setup, they make no

direct measurement of the transfer itself or lack thereof.

4.3 Experiment

The experimental apparatus is shown in Fig. 4.1. Since photons are non-interacting

particles, it unnecessary to send only one through the apparatus at a time. Instead,
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Figure 4.1: Diagram of apparatus. After the photons are prepared in the initial state
by a polarizing beamsplitter (PBS) and a double-slit aperture, the experiment can
be divided into three stages: The weak measurement of the initial momentum pi,
the which-way measurement consisting of a half-wave plate (HWP) that rotates the
polarization of one slit by 90◦, and the post-selection consisting of a strong measure-
ment of pf by a CCD camera. Below are shown representative intensity distributions
at the double-slit, after the glass sliver, upon reimaging the slits, and at the CCD.

we use a large ensemble simultaneously prepared with the same wavefunction. It

follows that the intensity distribution of the light is proportional to the probability

distribution for each photon.

The photon ensemble is produced by a 2 mW λ = 633nm HeNe laser that first

passes through a polarizing beamsplitter and then illuminates a double-slit aperture

with a slit width of w = 40µm and a center-to-center separation of s = 80µm. The

slits were laser machined from a thin aluminum sheet and the edges of the slit had

a surface smoothness limited to 1µm. The slit width was chosen such that the entire

interference pattern fit within the two inch optical aperture of our system. In addition,

the slit separation was chosen so that only three fringes fit within the envelope of

the pattern, thus maximizing h/s (so ∆ ¿ h/s). We call the long (vertical) axis

of the slits y and the axis joining their centers x. We use f = 1m focal-length

lenses to switch back and forth between transverse position and momentum space
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for the photons. For example, the first lens is placed 1m after the slits, resulting

in the Fourier transform of the double-slit wavefunction occurring 1m after the lens.

Consequently, at this point the intensity distribution in the x-direction is that of the

expected double-slit interference pattern with a fringe spacing of 8.2 ± 0.1mm. In

the y-direction, the intensity distribution is Gaussian with a 1/e2 half-width σ =

1.01± 0.01mm, which is the weak measurement pointer uncertainty.
We tag the photons with a y-displacement D = 0.14 ± 0.01mm (¿ σ ensures

weakness) in a range of momenta ∆ centered on pi. This weakly measures π̂(pi) by

coupling it to the y degree of freedom of the photon, which we will later measure

directly. This displacement is induced by tilting an optically flat glass sliver placed

at xi with a width of δ = 1.77 ± 0.02mm in the x-direction and a thickness of

1.00 ± 0.25mm. An optically flat glass sliver with a width of δ = 1.77 ± 0.02mm in

the x-direction and a thickness of 1.00 ± 0.25mm is placed at xi and tilted so that

it creates a y-displacement of 0.14 ± 0.01mm (¿ σ ensures weakness) in a range

of momenta ∆ centered around pi. Fine adjustment of the tilt ensured that upon

passing through the glass the photons accumulated no additional phase (modulo 2π).

The glass sliver was cut with a diamond saw so that its edges would be relatively flat

(≈ 10µm). Nonetheless, black lines along the edges of the image of the sliver (which
occurs further along in the optical setup) indicated that some light was scattered.

To implement the WWM we switch back to position space with a second f = 1m

lens placed 1m from the interference pattern, in essence imaging the slits with a

magnification factor of unity. Just before the image plane, which is 1m from the lens,

the photons pass through a half-waveplate for fine alignment of their polarization. A

second half-waveplate is positioned in front of the image of just one of the slits. This

second waveplate was a one-inch uncoated round plate that we cut in half with a

diamond saw so that its edge would lie entirely between the two slit edges (separated

by 40µm). The slant of the cut relative to the plate’s surface combined with the

surface flatness was measured with a microscope to be ±10µm. It was positioned
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in between the slits with a micrometer and its edge angle was well-aligned with the

long slit axis using a goniometer. This waveplate performs the WWM by flipping

the polarization of all the photons in one of the imaged slits. Unlike Scully’s original

WWM scheme where an ancilla system (the cavity) carries the WWM result, here it

is an internal parameter of the photon — polarization. The waveplate is uniform over

the slit and thus leaves the spatial wavefunction unaltered while still destroying the

interference pattern, making this exactly the type of WWM Scully et al. considered.

A third f = 1m lens is placed 1m from the double-slit image to transform the

wavefunction back into momentum space, so that finally 1m from this lens the trans-

verse position is proportional to the final momentum, xf = f · (pfλ/h). Here we
record the intensity distribution with a CCD camera (640×480 pixel, 3.60×2.70mm
sensor). A sequence of images are taken as the camera is shifted horizontally on

a translation stage to record the entire intensity distribution, an x-y region of size

27.5mm × 2.70mm. This was repeated for the glass sliver at a series of positions,
xn = nδ for n running from −7 to 7. Reza Mir was responsible for taking the data
and processing the images, including performing the correction for nonlinearities and

spatial inhomogeneity in the CCD sensitivity.

4.4 Theoretical modelling

The results of the experiment can be modelled in two ways. First, they can be

derived with the formula for the weak value in Eq. 4.2. This approach was taken

by Josh Garretson, who expanded on the simple theory in [32] by including finite

slit widths and a finite weak measurement resolution ∆ [153]. He calculated both

Pwv(pi|pf) and Pwv(q) for the experimental parameters given above, which resulted
in experimental predictions for the case of an infinitely weak measurement and ideal

experimental conditions. Secondly, as with all weak measurements the average result

can also be predicted by modelling the entire experiment including the von Neumann
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Figure 4.2: a) The initial momentum distribution P (ki). b) The pointer (the vertical
y-direction of the photon) probability distribution.

interaction, which in our case creates a vertical displacement. I took this approach,

which amounts to modelling the system optically. This can be done analytically since

we are simply applying and inversing Fourier transforms of the optical field. Unlike

the weak value calculation, this second modelling method can be used to estimate the

effect of finite measurement coupling and other experimental realities. For instance,

from this modelling we learned that our system aperture should be enlarged to two

inches (we subsequently changed the setup to incorporate this adjustment). One

challenge in the experiment was to precisely angle the glass-slide so that the trans-

mitted light received no phase-shift. This model enabled us to determine a physical

signature for a suitable angle. The general steps in the calculation correspond to

sequential locations in the experiment and are outlined below:

1. Double-slit: We start with Heaviside functions summed to give a flat-topped

two-slit field distribution in the x-direction multiplied by a Gaussian profile in the

y-direction:

F1(x, y) = twoslit(x,w, s) · e−y2/σ2 . (4.4)

2. At the glass-sliver: The field distribution here is divided into two terms. The

first corresponds to the double-slit interference (DBSLIT(k, w, s) =F(twoslit(x,w, s))),
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the Fourier transform of the distribution in the first step. From this we subtract a

vertical slice of width w at xi. We add another vertical slice (slit(∆/~, kn, k)) dis-

placed by D in the y−direction. Dividing the field expression into two terms in this
way allows us to perform separate (as opposed to nested) Fourier transforms of the x

and y components of the field through the subsequent steps. Of course, the Fourier

transform of a Gaussian is simple (we neglect Fourier transforms in the y−direction in
the simplified analysis presented here), leaving only the x−dependence to deal with.
Furthermore, the first term is just the undisturbed field distribution and from here

on it will evolve as in the regular double-slit experiment (with WWM and without

weak measurement):

F2(k, y) = DBSLIT(k, w, s) · e−y2/σ2 (4.5)

+DBSLIT(kn, w, s) · slit(∆/~, kn, k) · (e−(y−D)2/σ2 − e−y2/σ2). (4.6)

3. At the WWM: To derive the field before the WWM we calculate the inverse

Fourier transform of the field from each of the terms in the last step. The first term

just gives the original two-slit field distribution. The second term gives a single-slit

diffraction pattern (SSLIT(x,∆/~) = F−1(slit(∆/~, kn, 0))) multiplied by Gaussians
centered on y = 0 and y = D, respectively. The overall phase of these latter two

terms (which have a relative phase of π) depends on the position xn = nδ = ~kn of

the sliver, since a position-shift changes to a phase-shift under a Fourier transform:

F3(x, y) = twoslit(x,w, s) · e−y2/σ2 (4.7)

+eixkn ·DBSLIT(kn, w, s) (4.8)

·
p
∆/~SSLIT(x,∆/~) · (e−(y−D)2/σ2 − e−y2/σ2). (4.9)

We incorporate the action of the WWM in the next step.

4. At the CCD: We take the Fourier transform of the field x > 0 from step 3,

calculate the absolute value squared, and add this to the same calculation for x < 0

to give the intensity distribution at the CCD, I4(kf , y). Consequently, we add the
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probabilities, as opposed to the amplitudes, for a photon to pass through each of the

two slits.

I4(k, y) = |F(F3(x, y)θ(−x))|2 + |F(F3(x, y)θ(x))|2 (4.10)

The first term in F3(x, y) (i.e. for x > 0) is just a displaced single-slit and so under

Fourier transform it will become a single-slit diffraction pattern. The Fourier trans-

forms for the second term can be found with convolution theorem. They are equal

to the convolution of the field at step 2 with the Fourier transform of a Heaviside

function (θ(x)). The center of mass of the intensity distribution in the y−direction
at each xf (∝ kf) is the prediction for the average result of our measurement, which
we take as Pwv(pi|pf). Here is the x > 0 direction, for example:

F(F3(x, y)θ(x)) (4.11)

= F(F3(x, y)) ∗ F(θ(x)) (4.12)

= F2(k, y) ∗ F(θ(x)) (4.13)

= SSLIT(kf , w) · eiks/2 · e−y2/σ2 (4.14)

+DBSLIT(kn, w, s) ·
√
2π(e−(y−D)

2/σ2 − e−y2/σ2) (4.15)

·
⎛⎝ p

π
2
slit(∆/~, kn, kf)

+ i√
2π
ln
³
2kf−2kn−∆/~
2kf−2kn+∆/~

´⎞⎠ (4.16)

= (a+ ib)f1(y) + (c+ id)f2(y), (4.17)

where f1(y) = e−y
2/σ2 and f2(y) = e−(y−D)

2/σ2 − e−y2/σ2 , and a→ d are functions of

the final transverse momentum kf (defined by the equation above). At every point

xf in the intensity distribution we have an expression that only contains terms that

are products of identical Gaussians, some shifted by D,

I4(kf , y) = |F(F3(x, y)θ(−x))|2 + |F(F3(x, y)θ(x))|2 (4.18)

= 2(a2 + b2)f21 + 2(ac− 2bd)f1f2 + 2d2f22 + c2f22 . (4.19)

The y−expectation value of each term is weighted by the corresponding function (i.e.
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Figure 4.3: Example photon probability distributions (contour plots) at the CCD
for the glass-slide at an initial momentum of ki. The superposed curve on each dis-
tribution is the predicted displacement in the y-direction at each kf . The induced
displacement D = 0.04 is relatively large (compared to the vertical width σ = 0.1) so
that the effect of the weak measurement on the distribution is visible. The vertical
lines correspond to the first zeroes in the initial momentum distribution given in Fig.
4.2.

a→ d evaluated at xf), to find the y-expectation value of the whole distribution,

Center (I4(kf , y)) (4.20)

=

Z
y · I4(kf , y)dy (4.21)

=

µ
2(a2+b2)Center(f21 )+2(ac−2bd)Center(f1f2)

+(2d2+c2)Center(f22 )

¶
2(a2 + b2) + 2(ac− 2bd) + 2d2 + c2 . (4.22)

In the limit of D→ 0, this is equal to Pwv(pi|pf).
The following Figures show contour plots of the x−y intensity distribution at the

CCD for a few values of xi, along with the prediction for Center (I4(kf , y)).



97

4.5 Results

The inset of Fig.4.4 shows the momentum distribution of the photons at the

CCD, with and without the WWM, giving P (pf) and P (pi), respectively. When

there is no WWM, the intensity distribution at the CCD is an image of the double-

slit interference pattern (modified by the glass sliver), which appears 1m after the

first lens. Consequently, if the glass-sliver displaces light at xi an exact image of this

displaced light appears at xf = xi, signifying no momentum disturbance. We use

this fact to accurately measure D, the induced displacement.To find Pwv(pi|pf), at xf
we measure the average displacement d in the y-direction of the intensity distribution

while the glass sliver is at xi and the WWM is in action. As an example, in Fig. 4.4

we show Pwv(pi|pf) for pi = −1.8mm · h/(λf), along with a theoretical curve derived
from the model described above. Notice that Pwv(pi|pf) becomes negative for certain
values of pf . We sum the conditional probabilities for all fifteen pi according to

Eq. (4.1) to obtain the unconditional WVP of a momentum transfer Pwv(q), plotted

in Fig. 4.5 along with a theoretical curve. This shows that with the Scully et al.-type

WWM, Pwv(q) is nonzero outside the range [−~/s,~/s] , substantiating Storey et al.’s
theorem.

Nonetheless, we also expect Pwv(q) to have zero variance, consistent with Scully

et al.’s conclusions. Unfortunately, the discontinuity of the double-slit wavefunction

ψ(x) results in a theoretical Pwv(q) that falls off slowly enough to require apodization

to evaluate the variance [153]. Since experimental data sets are finite we instead

calculate the variance over the range [−qmax, qmax] without apodization. The theory
predicts a variance that diverges as a function of qmax, oscillating between positive

and negative values as it must for the apodized variance to evaluate to zero. This is

plotted in the inset of Fig. 4.5, along with the experimental variance, which agrees

well. This is the experimental signature of the absence of momentum-disturbance (in

the sense of Scully et al.).
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Figure 4.4: Weak measurement of pi = −1.8mm · h/(λf). The dots indicate the
y-displacement d of the intensity distribution at each x-position, and hence pf , on
the CCD. Dividing by D gives the weak-valued probability Pwv(pi|pf). The thin solid
line is a theoretical curve calculated from Eq. (4.1) similar to Ref. [153] using only
the independently measured parameters, w, s, and ∆. The solid black rectangles
indicate the region of weak measurement (bounded by pi±∆/2). The inset shows the
measured intensity at each x-position integrated over the y-dimension of CCD with
(solid diamonds) and without (empty circles) the WWM. The light levels outside
the x-range were below the sensitivity of our detector.
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Figure 4.5: The weak-valued probability distribution for the momentum transfer
Pwv(q). The dots are experimental points and the thin solid line is a theoretical
curve calculated from Eq. 4.2 and Eq. (4.1) similar to Ref. [153] using only the
independently measured parameters, w, s and ∆. The inset is the variance of experi-
mental data (solid circles) in the range [−qmax, qmax] as a function of qmax along with
the theoretical prediction (solid line).
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Figure 4.6: The weak-valued probability Pwv(pi|pf) for pi = −1.8mm · h/(λf) with a
quantum eraser consisting of a) a 45◦ polarizer and b) a -45◦ polarizer, both placed
after the which-way measurement. The dots indicate the y−displacement of the
intensity distribution at each x-position, and hence pf , on the CCD. The diamonds
indicate the intensity at each pf . The vertical lines indicate pi ±∆/2, the region of
the weak measurement.

4.6 Quantum eraser

Scully et al. also considered the retrieval of interference through the use of a

quantum eraser, considering this to be additional proof that a random momentum

transfer does not occur. Implicit in this is the idea that a random process leads to

an irretrievable loss of coherence. This is incorrect. Even in the case of the Feynman

microscope, an appropriate measurement on the scattered photons (that illuminate

the slits and perform the WWM) will perform an erasure and allow one to observe

interference [155][156]. However, this leads to another question: In the case of

quantum erasure, what becomes of the randomly kicked particles? In this section,

we investigate the change a quantum eraser makes to the nonclassical momentum

transfer we presented above.

A quantum eraser [157] is a measurement on the WWM apparatus that retrieves

the double-slit interference pattern destroyed by the WWM. That is, one sorts the

particles into bins according to the results of a measurement performed in a conjugate



101

basis to the one that carries the WWM result. Even though the entire set of particles

will still not form an interference pattern, the subset of particles in each bin will.

For a WWM with classical momentum transfer, the different bins contain identically

shaped interference patterns, but are shifted in the x-direction by varying amounts

[155][156]. By contrast, for a WWM such as that of Scully et al. [30], the interference

patterns in the different bins all have the same envelope; only the phases of the

patterns differ [158][159].

Since our WWM result is carried in the Horizontal/Vertical basis of the photon

polarization, we implement a quantum eraser with a polarizer in the 45◦/−45◦ basis.
This sorts the photons into two bins: 45◦, which form the original interference pattern

(fringes); and −45◦, which form a pattern with the opposite phase (antifringes). In

Fig. 4.6, we plot Pwv(pi|pf) with pi = −1.8mm · h/(λf) for both polarizer settings,
along with the measured interference patterns. For the photons transmitted at 45◦,

the data shows that, to a good approximation, Pwv(pi|pf) = 1 if |pi−pf | < ∆/2 and 0

otherwise, indicating that there is no momentum transfer. On the other hand, for the

−45◦ photons, Pwv(pi|pf) is substantially different from zero even for pf outside the

range pi±∆/2, reflecting a momentum disturbance. This result is found for all values

of pi, showing clearly that the momentum transfer only appears in the −45◦ photons.
Since these are the anti-fringe photons, this indicates an intimate connection between

the nonclassical momentum transfer and the phase between the slits induced by the

quantum eraser.

4.7 Conclusion and discussion

With the technique of weak measurement we directly observe momentum transfers

greater than ~/s accompanying the type of WWM that Scully et al. considered. This

supports Storey et al.’s claim that complementarity is a consequence of Heisenberg’s

position-momentum Uncertainty Principle. However, our observations also support
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Scully et al.’s claim of no momentum transfer since the variance of the observed mo-

mentum transfer is consistent with zero. These seemingly contradictory observations

are compatible only because the weak-valued probability distribution we measure

takes negative values, indicating that a nonclassical momentum transfer takes place.

More precisely, the random momentum transfer induced by our WWM is a quan-

tum process and therefore must be represented in terms of amplitudes versus prob-

abilities. This leads to an additional consideration, or caveat, regarding the above

conclusions: Although the weak-valued probability distribution for the momentum

transfer has a width of ~/s, meaning support outside [−~/s,~/s] , the Heisenberg
uncertainty relation is given in terms of the variances of real, as opposed to quasi,

probability distributions and so is not directly relevant to our results. There are,

however, proposals for generalized uncertainty relations that may be applicable [160].

Furthermore, given that we have directly measured that some momentum transfer

does occur (with the caveat that it is a quantum process), one is drawn to look for the

physical mechanism that induces the transfer. A simple answer is that the waveplate

changes the relative phase of the wavefunction at two positions (the slits) from being

equal to non-existent. Since the particle momentum is proportional to the phase

gradient of the wavefunction, one should expect that the momentum is changed when

the relative phase is changed or destroyed. We can consider a similar situation in

optics: If a waveplate flips the polarization of half of a laser beam spot, we would

expect roughly twice the diffraction as in the original beam. The extra momentum

components come from the electromagnetic interaction with dipoles in the edge of

the waveplate. However, for an ideal WWM of Scully’s type, there is no light (or

wavefunction) in between the slits or at the edge of the waveplate. So where does

the physical interaction occur? At this point in time, this is an unanswered question.

Another interesting question is, how is the total system momentum distributed

so that it is conserved in the WWM process? In Feynman’s Microscope, the total

momentum of the scattered photon and electron is conserved. In our WWM, we
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should similarly conclude that the waveplate’s momentum is changed by the WWM

process in such a way that when added to the photon momentum, the total is con-

served. Remember that the waveplate must have an initial momentum width of ~/s

to be localized to within the slit separation, so this momentum transfer might result

in a relatively small change to the wavefunction.
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Chapter 5

Measurement of Joint Weak Values

5.1 Introduction

In modern quantum mechanics, we are increasingly interested in a different class

of observables than were discussed in the thesis introduction to weak measurement,

in which only a single particle is involved [94]. Often, one would like to measure

correlations between joint observables. These are products of observables of distinct

particles, like Ŝz1 Ŝ
z
2 , the z-spin component of particle one times particle two. Any

experiment that utilizes or directly measures properties of entanglement is based on

such observables and therefore quantum information and quantum optics frequently

deal with these composite or joint observables. The exciting results and complex,

rich range of features discovered by studies of entanglement suggest that weak mea-

surement of joint observables should also produce valuable and interesting results.

In fact, a few theoretical ideas for weak measurements that center around joint ob-

servables have already been published, including nonlocality of a single particle [57],

extensions of the Quantum Box Problem [161][162], and Hardy’s Paradox [33]. (In

particular, we later describe an implemention of the proposal in the last paper, ap-

plying the techniques developed in this chapter.) We call the weak value of a joint

observable the “joint weak value.” If the composite observable is a product of N
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single particle observables, the weak value is called the “Nth-order joint weak value”.

Remember from the thesis introduction that in simple weak measurements the

measured system itself is typically used as part of the measurement device. When

measuring Â of a particle, an independent degree of freedom of the particle can be

used as the pointer. For example, a birefringent crystal can be oriented so that it

will displace the position of a photon by an amount that depends on the photon’s

polarization [72]. Here, Â is the polarization observable and the pointer is the

position of the photon. (Another example is the Stern-Gerlach apparatus, where Â

is the spin of the particle and the pointer is the momentum of the particle.) If such a

measurement strategy were not available, one would require a strong controllable (von

Neumann) interaction between the quantum system and a separate pointer system.

This is typically far too technically difficult to implement.

Joint observables are extremely difficult to measure directly with either strong

or weak types of measurement. The difficulty lies in the fact that the necessary

von Neumann interaction (in Eq. 1.19) couples two separate observables, and hence

particles, to a single pointer. One can therefore no longer use transformations of the

state of a single particle to implement von Neumann interaction, and so one requires

multiparticle interactions. An approach using multiparticle interactions was outlined

in a proposal for a weak measurement experiment with ions [163], but so far there

have been no experimental weak measurements of joint observables.

On the other hand, indirect strong measurements of joint observables are feasible

and even commonplace. This is made possible by employing a different measurement

strategy. Instead of measuring the joint observable directly, each single particle ob-

servable is measured simultaneously but separately. For example, instead of measur-

ing Ŝ1Ŝ2 directly we can measure Ŝ1 and Ŝ2 separately and then multiply the results

trial by trial. If one wants to strongly measure the joint observable Â1Â2...ÂN = M̂ ,

instead of using the multiparticle von Neumann Hamiltonian H = gM̂P̂ , the general

strategy is to simultaneously apply N standard single-particle von Neumann interac-
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tion Hamiltonians:

H = g1Â1P̂1 + g2Â2P̂2 + ... (5.1)

=
NX
j=1

gjÂjP̂j. (5.2)

Given that we can already perform each of the single-particle Hamiltonians, it is

straightforward to implement the total Hamiltonian in Eq. 5.2. In summary, this

strategy allows one to make projective measurements of M̂ — all that is required to

measure the expectation value of M̂ .

Alternately, one could equivalently calculate
D
M̂
E
directly from the position dis-

tributions of the pointers after the measurement, since these carry the results. Specif-

ically,

D
M̂
E
=
D
Â1Â2...ÂN

E
∝
D
X̂1X̂2...X̂N

E
, (5.3)

where X̂i is the position operator of the pointer, and provided all Âi commute. In

other words, the expectation value of M̂ is related to the correlation between the

positions (specifically, the average of the product of the positions) of all N pointers.

This variation has the advantage that the measurement coupling could be weak, (i.e.

it shifts a pointer by an amount less than its width). Although projective measure-

ments of M̂ would now be impossible, the average product of the positions can still be

determined given enough data. In analogy with single particle (or observable) weak

measurements, one might expect that in the weak coupling limit of this measurementD
X̂1X̂2...X̂N

E
will be proportional to the weak value. However, in the case of subse-

quent post-selection this is not the case. To measure the joint weak value of M̂, one

requires a version of Eq. 5.3 that is generalized to weak measurement. This chapter

derives this generalization and motivates it as a simple extension of single particle (or

observable) weak measurement.
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This chapter builds on two papers in which an analogous strategy was applied

to weak measurements [164][165]. The Hamiltonian in Eq. (5.2) is utilized in the

weak regime to create correlations in the deflections of the N pointers proportional

to the weak value. Specifically, the Nth-order joint weak value was related to two

correlations between allN pointer deflections and a complicated combination of lower-

order joint weak values. In this chapter, we show that the Nth-order joint weak

value takes on an elegant and simple form, closely related to the strong measurement

formula in Eq. (5.3), when expressed entirely in terms of N-pointer correlations.

This new and simplified form lends itself to a new way of thinking about single and

joint weak measurements in terms of expectation values of products of annihilation

operators. As mentioned in the thesis introduction, many people who have considered

weak measurement regard the imaginary part as extraneous to the measurement

result. In contrast, the new form for the joint weak value gives greater importance

to the momentum shift of the pointer and, along with it, the imaginary part of the

weak value.

5.2 Theory

5.2.1 Background

We begin with the standard weak measurement theory presented in the thesis

introduction. For convenience, we repeat a few equations from that section, including

the von Neumann interaction Hamiltonian,

H = gÂP̂ , (5.4)

where Â is the observable of the measured system, P̂ is the momentum of the pointer,

and g is the coupling constant. The measurement pointer is initially in a Gaussian
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wavefunction centered at zero:

hx|φi = φ(x) =

µ
1√
2πσ

¶ 1
2

exp

µ
− x

2

4σ2

¶
. (5.5)

After the weak measurement (and post-selection) the position and momentum shifts

of the pointer are found to be,D
X̂
E
fi

= gtRe

Ã
hF | Â |Ii
hF |Ii

!
, (5.6)

D
P̂
E
fi

=
~gt
2σ2

Im

Ã
hF | Â |Ii
hF |Ii

!
, (5.7)

where the weak value is D
Â
E
W
≡ hF | Â |IihF |Ii . (5.8)

5.2.2 The annihilation operator and weak measurement

One can express the full weak value in terms of the two expectation values of the

pointer: D
Â
E
W

= Re
D
Â
E
W
+ i Im

D
Â
E
W

(5.9)

=
2σ

gt

¿
1

2σ
X̂ + i

σ

~
P̂

À
fi

. (5.10)

In their derivation of weak values, Aharonov, Albert and Vaidman (AAV) made the

natural choice of a Gaussian for the initial pointer state, as do we. This state also

happens to be the ground state |0i of a harmonic oscillator with massm and frequency
ω. For illustration, if one reparameterizes the width of the Gaussian in terms of mω,

such that σ =
p
~/2mω, it becomes apparent that the operator in the expectation

value in Eq. (5.10) is just the familiar lowering operator,

â =

r
mω

2~
X̂ + i

r
1

2mω~
P̂ . (5.11)

The operator in Eq. (5.10) will transform the pointer just as the lowering operator

does, even though the pointer is not actually in a harmonic potential. This fact will
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simplify some of the following calculations. Furthermore, now the weak value can be

re-expressed as: D
Â
E
W
=
2σ

gt
hâifi . (5.12)

This is the first time in the literature that this simple but important relationship

between the annihilation operator and weak measurement has been described. The

reason the annihilation operator is related to the weak value is not obvious. At the

present time, we are limited to an explanation based on the mathematical action of

the annihilation operator. When the coupling is sufficiently weak, the expansion in

Eq. (1.30) shows that the largest pointer amplitude is left unchanged in the ground

state. The interaction Hamiltonian shifts some of the pointer state into the first

excited state by creating a small amplitude, proportional to gtÂ, for the |1i state.
If we restrict ourselves to the post-selected subensemble, as in Eq. (1.33), this small

amplitude changes to be proportional to gt
D
Â
E
W
. The annihilation operator removes

the part of the state that is left unchanged by the coupling, leaving only the shifted

component. In other words, the annihilation operator isolates only that part of the

pointer state that is changed by the interaction.

5.2.3 Joint weak values

We now move on to a derivation of Nth-order joint weak values. In this section,

we combine the strategy outlined in the chapter introduction for measuring joint

observables with the use of the annihilation operator to extract the weak value. As

in previous works, to measure the operator M̂ =
QN
j=1 Âj we apply N separate

von Neumann interactions, coupling each Âj to its own pointer, as in Eq. (5.2)

[164][165]. To simplify the expressions to come, we set all gj to be equal and rewrite

the momentum operators P̂j in terms of the respective raising and lowering operators,
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â†j and âj, for each of the pointers,

H = i
~g
2σ

NX
j=1

Âj
³
â†j − âj

´
. (5.13)

Now we require N different pointers, all beginning in an initial state defined by Eq.

(1.20). The total initial pointer state can be described by the ground state of N

harmonic oscillators:

|Φi =
NY
j=1

¯̄
φj
®
= |0i⊗N . (5.14)

Continuing, using the number-state notation to describe the pointer, we calculate the

state of the combined system after the interaction Hamiltonian is applied,

|Φi |Ii → exp

µ−iHt
~

¶
|0i⊗N |Ii =

µ
1− iHt

~
+ ...

¶
|0i⊗N |Ii (5.15)

=

Ã
1 +

gt

2σ

NX
j=1

Âj
³
â†j − âj

´
+ ...

!
|0i⊗N |Ii (5.16)

= |0i⊗N |Ii+ gt

2σ

NX
j=1

Âj |1ji |Ii+ ..., (5.17)

where |1ji is the state in which the jth pointer is in the first-excited state and all the
other pointers are in the ground state (e.g. |011203...0Ni). Here, we have expanded
the state in powers of gt. Eq. (5.15) shows that to first-order, the interaction Hamil-

tonian coupling the measuring device to the system can displace only one of the N

pointers at a time. Simultaneous shifts of multiple pointers come from higher-order

terms in the propagator. We are particularly interested in the Nth term in the

expansion,

1

N !

µ−iHt
~

¶N
=
1

N !

Ã
gt

2σ

NX
j=1

Âj
³
â†k − âk

´!N
. (5.18)

This term is the lowest-order one in the expansion which can simultaneously transfer

all N pointers into the first excited state (e.g. |111213...1Ni). This state, which

we label as |1i⊗N , is created when each term in the above sum supplies one raising
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operator. The terms in the sum can contribute the N distinct raising operators in

any order, and so the portion of Eq. (5.18) that creates the |1i⊗N state is equal to,
1

N !

gt

2σ
℘
n
Âkâ

†
k

o
N
, (5.19)

where ℘
n
L̂k
o
N
denotes the sum of all N ! orderings of the set of N operators

n
L̂k
o
.

Note that these different orderings are only distinct when the operators do not com-

mute. The remaining portions of Eq. (5.18) create states where at least one pointer

is left in the initial state (e.g. |210213...1Ni). Projecting onto hF | completes the
post-selection and leaves us with,

hF | exp
µ−iHt

~

¶
|0i⊗N = |0i⊗N hF |Ii+ gt

2σ

NX
j=1

hF | Âj |Ii |1ji+ ... (5.20)

+

µ
gt

2σ

¶N
1

N !
hF |℘

n
Âk
o
N
|Ii |1i⊗N + . . . . (5.21)

We renormalize the resulting N-pointer state |Φfii and then truncate the amplitude
of each term at the lowest nonzero order in gt,

|Φfii = |0i⊗N + gt

2σ

NX
j=1

hF | Âj |Ii
hF |Ii |1ji+ ...+

µ
gt

2σ

¶N
1

N !

hF |℘
n
Âk
o
N
|Ii |1i⊗N

hF |Ii + . . . .

(5.22)

This is equivalent to dividing by hF |Ii, the renormalization constant in the limit of
no coupling. In analogy with Eq. (5.12), we now wish to take the expectation value

of the product of the annihilation operators for all N pointers,

Ô ≡
NY
j=1

âj. (5.23)

In Eq. (5.22), the |1i⊗N state is the lowest-order term that does not go to zero when
acted on by Ô; this term becomes,

Ô |Φfii =
µ
gt

2σ

¶N
1

N !

hF |℘
n
Âj
o
N
|Ii

hF |Ii |0i⊗N +O
³
(gt)N+1

´
. (5.24)
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Clearly, to lowest nonzero-order the expectation value then becomes,D
Ô
E
fi

= hΦfi| Ô |Φfii (5.25)

= h0|
µ
gt

2σ

¶N
1

N !

hF |℘
n
Âj
o
N
|Ii

hF |Ii |0i (5.26)

=

µ
gt

2σ

¶N
1

N !

hF |℘
n
Âj
o
N
|Ii

hF |Ii . (5.27)

The next lowest-order term in the expectation value corresponds to any of the N

pointers undergoing an extra pair of transitions (i.e., a pointer is raised to |2i and
subsequently lowered back to |1i). Consequently it will be reduced in size by a factor
of 2

¡
gt
2σ

¢2
compared to the lowest-order term. Using Eq. (5.27) the Nth-order joint

weak value can now be expressed in the simple formula,

1

N !

D
℘
n
Âj
o
N

E
W
=

*
NY
j=1

âj

+
fi

µ
2σ

gt

¶N
. (5.28)

5.2.4 The Nth-order joint weak value

It is often the case that each operator Âj acts on a different particle, ensuring that

all Âj commute. This allows the further simplification of the Nth-order joint weak

value to, *
NY
j=1

Âj

+
W

=

*
NY
j=1

âj

+
fi

µ
2σ

gt

¶N
. (5.29)

For commuting observables, the magnitude of the simultaneous shift in the N point-

ers, which results from concurrent kicks from all N terms in the Hamiltonian in Eq.

(5.2), is proportional to the shift in one pointer created by a single von Neumann

Hamiltonian for measuring operator M̂ . The role of the annihilation operators are

to isolate this simultaneous pointer shift from the total uncorrelated shifts of the N

pointers, and thus duplicate the action of H = gM̂P̂ , without the need for multipar-

ticle interactions.
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Since Eq. (5.29) requires the measurement of the annihilation operator, which is

not Hermitian, one might think the expression is, in principle, unmeasurable. In fact,

if one expands the annihilation operator in terms of X̂ and P̂ for each pointer, one is

simply left with expectation values of products of X̂ or P̂ for each pointer. It is then

possible to measure X̂ in one ensemble of pointers and P̂ in an identically-prepared

ensemble.

The expression in Eq. (5.29) is the central result of this chapter. As in previous

papers [164][165], this result shows how one can practically measure a joint weak

value even without the multiparticle interactions the AAV method requires. How-

ever, this expression is much more elegant and makes it clear that the annihilation

operator plays a key role in joint weak measurements. Specifically, with the use of

the annihilation operator the similarity to the strong measurement expectation value

in Eq. (5.3) is apparent. For strong measurement, the equivalent expectation value

to the Nth-order joint weak value is:*
NY
j=1

Âj

+
=

*
NY
j=1

X̂j

+µ
1

gt

¶N
. (5.30)

The similarity is striking and makes a good case for the use of the annihilation oper-

ator in the understanding of weak values.

Let us compare Eq. (5.29) to the previous results for the Nth-order joint weak

value in Ref. [164]. In this reference, it was expressed recursively in terms of two

Nth-order correlations between the pointers, and to N different joint weak values

of order N − 1. Utilizing this recursive formula, the Nth-order joint weak value

can be expressed purely in terms of the expectation value of position and momentum

correlations. This expression includes 2N+1−2 distinct correlations of various orders,
although most will be close to the N/2 order as the number of distinct expectation

values at each order follows the binomial distribution. In comparison, Eq. (5.29)

relates theNth-order joint weak value to 2N correlations in the positions andmomenta

of all N pointers, and so requires roughly half the number of expectation values as
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the final result from Ref. [164] (but those expectation values are of higher order).

5.2.5 An example

As a specific example of the use of Eq. (5.29), the weak value of the product of

two spin components, S1xS2y, would be,

hS1xS2yiW =

µ
2σ

gt

¶2
hâ1â2ifi (5.31)

=

µ
2σ

gt

¶2¿µ
1

2σ
X̂1 + i

σ

~
P̂1

¶µ
1

2σ
X̂2 + i

σ

~
P̂2

¶À
fi

. (5.32)

The real and imaginary parts of the weak value are then,

Re hS1xS2yiW =

µ
1

gt

¶2µD
X̂1X̂2

E
fi
− 4σ

4

~2
D
P̂1P̂2

E
fi

¶
(5.33)

Im hS1xS2yiW =
2σ2

~

µ
1

gt

¶2µD
X̂1P̂2

E
fi
+
D
P̂1X̂2

E
fi

¶
. (5.34)

The importance and relevance of the pointer momentum shift is demonstrated in the

above example. With our measurement technique even the real part of the weak

value is related to the pointers’ momenta, P̂1 and P̂2 . In general, the momentum

and position observables for each of the N pointers will appear in the expression for

the real part of the Nth-order joint weak value.

5.3 Spin pointers

Note that, like single weak measurements, this method for measuring the Nth-

order joint weak value is not limited to the particular interaction or pointer used in

our measurement model [66]. For example, one can perform a derivation very similar

to the one presented here in which a spin pointer, as opposed to position pointer, is

used. For a spin pointer, the Hamiltonian would be H = −gÂŜy = igÂ(Ŝ+z − Ŝ−z )/2,
where Ŝ+i and Ŝ

−
i are the raising and lowering operators for the Ŝi basis. The initial

pointer state would be the lowest eigenstate of Ŝz, with eigenvalue −~s. In this
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case, the expression for the Nth-order joint weak value in terms of N spin pointers

is, *
NY
j=1

Âj

+
W

=

*
NY
j=1

Ŝ−jz

+
fi

µ
1

gt~s

¶N
, (5.35)

where Ŝ−jz is the z-basis lowering operator for the jth pointer and all Âj are assumed

to commute. An explicit derivation of this formula is given in Appendix 2. An impor-

tant advantage of using spin is the absence of unequal coefficients in the expression

for the lowering operator. This puts the shifts in the pointer observable and its

conjugate on equal footing; using such a pointer means that the physical shift in the

conjugate observable does not become smaller as the measurement becomes weaker.

Expectation values are also particularly easy to measure for spins (and polarizations),

especially spin 1/2 systems since there are only two basis states which need to be pro-

jected onto. For instance, the Nth-order joint weak value requires 22N measurements

in total if N spin 1/2 pointers are used. The advantage of spin pointers is partic-

ularly striking when compared to a continuous pointer (e.g. position) for which the

N-pointer distribution must be mapped out in a multidimensional space defined by

the N x and p pointer coordinates.

Since this is the type of pointer that is used in the next chapter for experimental

weak measurements in Hardy’s Paradox, we will spend some more time considering it.

In the next chapter, we use the polarization of each of two photons as two pointers.

As we have just seen, a polarization (s=1/2) pointer is easily treated by roughly the

same theoretical derivation that we used for a position pointer. However, there is

an even closer mathematical analogy that can be made. The position pointer is

defined by hx|φi to be a delocalized distribution with a width σ. The polarization

pointer can be similarly defined by hθ|φi , where |θi = cos(θ) |Hi + sin(θ) |V i is a
linear polarization state at angle θ, except now the width is fixed to σ = ∆θ = 1.

The shape of the pointer is not Gaussian but rather a cos2(θ) function, which, if we

limit ourselves to the range [−π/2,π/2] , can still be considered a function peaked
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at a certain angle. Initially it points to zero degrees and after the weak coupling it

points to the measurement result. More formally, the equivalent of
D
φ|X̂|φ

E
is,

D
φ|θ̂|φ

E
≡
R π

2

−π
2
θ · |hθ|φi|2 dθR π

2

−π
2
|hθ|φi|2 dθ

, (5.36)

and the equivalent of
D
φ|P̂ |φ

E
is the same equation with the substitution θ → θ̄,

defined by
¯̄
θ̄
®
= cos(θ̄) |Hi + i sin(θ̄) |V i . With these definitions, the weak value is

given by, D
Â
E
W

=
hθifi + i


θ̄
®
fi

θD
(5.37)

=

D
θ̂ + iθ̄

E
fi

θD
, (5.38)

where θD is the induced spin rotation. The generalization of this result to the Nth-

joint weak value is,

*
NY
j=1

Âj

+
W

=

*
NY
j=1

³
θ̂j + iθ̄j

´+
fi

µ
1

θD

¶N
. (5.39)

(Note that the approach we have used is reminiscent of attempts in the past to

create a phase operator in quantum optics.) This approach allows us to visualize the

pointer correlations that develop as a result of nonzero joint weak values. To this

end, we present some contour plots of the equivalent of the position distribution of

two polarization pointers (i.e. as a function of θ1 and θ2) in Fig. 5.1. In particular,

Fig. 5.1b) and c) correspond to the weak values for the occupation of the two inner

arms, and the two outer arms, respectively, in Hardy’s Paradox, as discussed in the

next chapter. In addition, this Figure demonstrates an intuitive way of understanding

our joint weak measurement procedure. Consider a system where the weak values of

some arbitrary pair of observables satisfy
D
Â1
E
W
= 1,

D
Â2
E
W
= 1,

D
Â1Â2

E
W
= 1. In

this case, pointer 1 and pointer 2 always move together and the uncertainty in their

difference ∆(θ1−θ2) does not change, which is what we see in Fig. 5.1c). Conversely,
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Figure 5.1: Pointer distributions after a weak measurement. These contour plots
show the detection probability for the two polarization pointers to be transmitted
through polarizers at angles θ1 and θ2 respectively. The coupling parameter of the
weak measurement gt = θD = 20◦ = 0.35 rad to match the parameters used in the
next chapter. In plot a) all the weak values are zero except that of particle one. The
resulting pointer distribution is rigidly shifted by 0.35 rad along the θ1 axes, indicating
a weak value of

D
Â1
E
W
= 1. b) When

D
Â1
E
W

D
Â2
E
W
>
D
Â1Â2

E
W
, correlations of

the form θ1 = −θ2 are created between the pointer polarizations. Plots c) through d)
show that as the joint weak value is decreased while the single particle weak values
are kept constant constant, the correlations become stronger.
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if
D
Â1
E
W
= 1,

D
Â2
E
W
= 1,

D
Â1Â2

E
W
= 0, then pointer 1 and pointer 2 both move,

but never together. This implies that ∆(θ1− θ2) must increase, which is what we see

in Fig. 5.1d). Thus, correlations between the pointers carry the joint weak value. In

summary, although the joint weak value formula in Eq. 5.29 might seem strange, it

simply quantifies the correlations implied by
D
Â1
E
W

D
Â2
E
W
6=
D
Â1Â2

E
W
.

5.4 Conclusion

This new formula for the joint weak value greatly simplifies a recent extension

of weak measurement, which makes the experimental investigation of composite or

joint observables possible [165][164]. We have shown that when single and joint

weak values are expressed as expectation values of annihilation operators, they take

on a surprisingly elegant form very similar to that seen in standard strong measure-

ment. This form is easily generalized to any measurement device in which the initial

pointer state is the eigenstate of an appropriate lowering operator. With the exten-

sion, the weak measurement of joint observables only requires the same apparatus

needed to weakly measure each of the component observables separately. Joint ob-

servables are central to the detection and utilization of entanglement in multiparticle

systems. The weak measurement of these observables should be particularly useful

for investigating post-selected systems such as those that have been used to produce

novel multiparticle entangled states or those that implement quantum logic gates

[21][166][124][167][168][169][170].
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Chapter 6

Weak measurement and Hardy’s

Paradox

6.1 Introduction

In this chapter, we return to Hardy’s Paradox [28] for a closer experimental inves-

tigation of the logical statements that lead to it. The essential elements of Hardy’s

Paradox are three logical statements based on distinct combinations of measurements:

When the electron Interaction Free Measurement (IFM) fires (a click at the dark port),

the positron was in its inner arm; when the positron IFM fires, the electron was in

its inner arm; and the electron and positron never pass through the inner arms at the

same time since they annihilate each other. The paradoxical measurement result is

that sometimes both IFMs fire, leading us to conclude that both the electron and the

positron were in the inner arms, thus contradicting the third logical statement. How-

ever, an astute observer (perhaps a philosopher) would view this conclusion and the

resulting paradox with suspicion because it arises from counterfactual statements.

A counterfactual statement is a statement or inference based on events that did

not actually occur. In this case, when both IFMs are aligned to look for the paradox-

ical result, we do not simultaneously perform the three other measurements. More-
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over, the three logical statements are based on both measurements performed in the

past and on other electron positron pairs besides the one detected in the paradoxi-

cal result. Including the paradoxical result, there are a total of four measurements,

or experiments, one has to perform to demonstrate Hardy’s Paradox. These corre-

spond to removing or leaving the final beamsplitter in the electron interferometer,

the positron interferometer, or both, or neither. Complementarity ensures that these

experiments are mutually exclusive since the IFM mechanism functions on wave-like

behavior, whereas particle-like behaviour is inherent in measuring the particle loca-

tions. Specifically, when one attempts make one type of measurement, the induced

quantum disturbance precludes the measurement of the other. In the classical world

counterfactual statements are problematic, but one could conclude that they are even

less reliable when pertaining to this quantum system since it is not only impossible

to establish them simultaneously in practice, but also in principle.

Nevertheless, the goal of the experiment described in this chapter is to measure

which arms the electrons and positrons travelled through in the very cases where

they are simultaneously detected at the interferometer dark ports — the paradoxical

result. This might seem to contradict the arguments of the last paragraph. The

distinction is that, while we measure the particle locations in every trial that leads to a

paradoxical result, we only extract the average location of the particles. If we perform

a large number of trials, we can determine the average location with little error.

We obtain minimal information per trial but also cause minimal disturbance. This

technique is weak measurement. The advantage of weak measurements is that they

do not disturb the measured system nor any other simultaneous weak measurements

or subsequent strong measurements, even in the case of non-commuting observables

or post-selection. It was on this basis that Aharonov et al. used the theory of

weak measurement to find the locations of the particles in Hardy’s Paradox [33], with

subsequent post-selection of only those trials resulting in the paradoxical detections.

Using the theoretical foundation and techniques from the last chapter, we perform
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the corresponding experiment. It is significant that this experiment follows from

what might be the first reaction of a lay-person (or astute observer) when told of

Hardy’s Paradox and the related problem in the second paragraph; a demand that

we reduce the disturbance induced by our measurements so that we can perform them

simultaneously.

6.2 Theory

Aharonov et al. calculated the weak value (the weak measurement result) of the

occupation of each of the interferometer arms [33]. Specifically, they found the weak

value of the following observables: N̂(O+) = |O+i hO+| , N̂(I+) = |I+i hI+| , N̂(O−) =
|O−i hO−| , and N̂(I−) = |I−i hI−| , where O and I indicate the outer and inner

arms, respectively, of the electron (-) and positron (+) Mach-Zehnder interferom-

eters. Aharonov et al. first use the standard formula in Eq. 1.44 [94] to calculate

the corresponding weak values, in which they set the initial state to be the quantum

state after the particle annihilation,

|Initiali = 1√
3
(|O−i |O+i+ i |O−i |I+i+ i |I−i |O+i) , (6.1)

and the final state consists of each pair of interferometer arms in the superposition

that leads to a click at the dark port detector,

|Finali =
1

2
(|O−i− i |I−i) (|O+i− i |I+i) (6.2)

BS2
−→ |D−i |D+i . (6.3)

By choosing these initial and final states, Aharonov et al. account for the evolution

of the quantum system before and after the weak measurement.

However, this is not the best way to understand the weak values of the arm occu-

pations. Aharonov et al. point out that it is more informative to derive them using

the intuitive properties of weak values that we presented in the thesis introduction.
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Figure 6.1: Schematic of weak measurement of the arm occupations in Hardy’s Para-
dox using half- waveplates to induce small polarization rotations. Polarization an-
alyzers in front of the dark port detectors, consisting of a quarter-waveplate and a
polarizer, are used to find the resulting weak values.
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We will follow this route, and include a review of these properties. To begin with,

consider a single strong measurement performed in between the preparation of the

initial state and the post-selection of the final state. If this measurement were 100%

certain to return a particular value, the weak value of the same observable will pos-

sess the same value. This property (#2 from the thesis introduction) connects our

counterfactual statements with corresponding weak values [171]. For example, if the

electron IFM fires then a strong measurement of N̂(I+) will result in the eigenvalue

of 1 every time, indicating the positron is in the inner arm. This strong measure-

ment collapses the superposition in the positron interferometer, after which there is

a 50% chance of a click at the positron dark port, giving a finite probability for post-

selection on a detection at both dark ports. It follows that the corresponding weak

value,
D
N̂(I+)

E
W
, also equals 1, but in contrast to the strong measurement case, the

positron dark port detection is still meaningful and indicates a positive IFM result

(and therefore the paradoxical result). Similarly,

D
N̂(O+)

E
W

= 0,
D
N̂(I+)

E
W
= 1 (6.4)D

N̂(O−)
E
W

= 0,
D
N̂(I−)

E
W
= 1, (6.5)

confirming the IFM results. At this point it might seem that we are done, in that

we know the locations of each particle in the case of the paradoxical result. However,

like normal expectation values, weak values do not obey the product rule (prop-

erty #4):
D
N̂(I+)N̂(O−)

E
W
6=
D
N̂(I+)

E
W

D
N̂(O−)

E
W
. In other words, although we

might weakly measure that the positron is in the inner arm, this gives us absolutely

no information about the joint location of the particles. Consequently, we must

also weakly measure the joint observables N̂(OO), N̂(IO), N̂(OI), and N̂(II), where

N̂(JK) ≡ N̂(J+)N̂(K−). To find these we once again use property #2: Since a strong
measurement will never find the two particles in the inner arms simultaneously,D

N̂(II)
E
W
= 0. (6.6)
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In summary, all three counterfactual statements contributing to Hardy’s Paradox are

substantiated by corresponding weak measurements. Not only that, but they can be

substantiated at the same time and while post-selecting on the paradoxical result.

A third property of weak values, linearity (property #3), allows us to find the

remaining joint observables. For example,

N̂(IO) + N̂(II) = N̂(I+) (6.7)D
N̂(IO)

E
W
+
D
N̂(II)

E
W

=
D
N̂(I+)

E
W

(6.8)D
N̂(IO)

E
W
+ 0 = 1. (6.9)

Therefore, D
N̂(IO)

E
W
= 1. (6.10)

This weak value corroborates the electron IFM results: The positron is in the inner

arm and, because it did not annihilate, the other particle must be in the outer arm.

But by symmetry, we can exchange the roles of the two particles to find,

D
N̂(OI)

E
W
= 1, (6.11)

seemingly indicating that the particle pair is in two places at the same time. To find

the remaining weak value we use linearity once again,

N̂(II) + N̂(OI) + N̂(IO) + N̂(OO) = 1̂ (6.12)

0 + 1 + 1 +
D
N̂(OO)

E
W

= 1. (6.13)

It follows that the joint weak value for the particle pair to be in the outer arms is,D
N̂(OO)

E
W
= −1. (6.14)

Given that individually all of the other weak values merely agree with the correspond-

ing counterfactual statements that lead to Hardy’s Paradox, it is this strange negative

result that resolves the paradox. This point is reinforced by the fact that we can now

fill in a classical logic truth table regarding the particle positions:
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Weak Value N(I+) N(O+)
N(I−) 0 1 1
N(O−) 1 −1 0

1 0

Table 6.1: Truth table for weak values in Hardy’s Paradox

The third column and row give the weak values for the individual particle locations

and the four middle entries give the weak values for their joint location.

Earlier in this thesis, we showed that weak values of projectors can be inter-

preted as conditional probabilities. For example,
D
N̂(I−)

E
W
= P (I−|D−D+); the

conditional probability that the electron was in the inner arm given that both de-

tectors at the dark ports clicked. Furthermore, if a probability is equal to one then

we can conclude that the corresponding statement is certain, or always true (e.g.

P (I−|D−D+) = 1, so we say the electron was in the inner arm). But how should we
interpret a measured probability of -1? The magnitude suggests that this should also

correspond to a true statement about the location of the photon pair, but what about

the phase? In the thesis introduction, we considered the properties of weakly measured

probabilities and showed that they share a number of crucial properties with standard

probabilities. Others have more thoroughly considered exotic probabilities that can

be negative or complex [81][82][83][84][85][86]. In particular, it has been shown that

a violation of Bell’s inequality logically implies that certain unmeasured probabilities

are negative [80]. The same is true for Hardy’s Paradox; the four contributing logical

statements, combined with the fact that probabilities for a set of mutually-exclusive

events must sum to unity, actually imply that P (I−I+|D−D+) = −1. This is the

essence of the truth table above. The difference here is that not only is the negative

probability implied, but it is also predicted to be the result of a direct measurement.

Another interpretation of the negative weak value follows from an example in the

thesis introduction, in which there is a clear meaning for the magnitude and phase

of the weak value. A brief review of this example: When post-selecting on a par-
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ticular momentum eigenstate |pi, the weak value of the position projector |xi hx| is
proportional to the initial complex-valued spatial wavefunction ψ(x). By measur-

ing |xi hx| for all x we completely determine the wavefunction ψ(x), including its

phase. An analogous situation occurs in this experiment, although for a two-particle

wavefunction and for a discrete two-dimensional Hilbert position space (one dimen-

sion per particle). For each particle, we weakly measure an arm occupation such as

|I+i hI+| (which is like a position projector) and subsequently post-select on a par-
ticular state in the complementary basis (on |O−i − i |I−i , the arm superposition

that leads to a dark port detection). It follows that our joint weak values for all the

two-particle occupations N̂(II), N̂(OI), N̂(IO), and N̂(OO), completely determine

the initial state, |initiali . Consequently, the negative sign is directly proportional to
the phase in the initial two-particle wavefunction, and in this way it is a character-

istic of the initial entanglement in the system. This type of in situ characterization

is a possible application for weak measurement in multiparticle entangled states and

processes, such as those that occur in quantum information.

In summary, one can interpret the negative weak value in Hardy’s Paradox as a

quasi-probability or as a direct measurement of the initial wavefunction. But putting

interpretations aside, the negative weak value has a very clear operational meaning:

The theory of weak measurement shows that it comes directly from the response of

the measuring apparatus. Specifically, the measurement pointer will be shifted in the

opposite direction than in the case of a positive result.

6.3 Experiment

There have been two experimental proposals for testing Aharonov et al.’s weak

value predictions in [33]. Neither has actually been implemented. The first was based

on ions, which enabled the measurement of two-particle observables through the ions’

mutual repulsion [163]. The second proposal was, like our experiment, based solely on
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linear optics [172]. Unfortunately, it was erroneous in a few ways and consequently,

offered no method for measuring the joint weak values that Aharonov et al. pre-

dicted [173][174]. Our experiment builds on the implementation of Hardy’s Paradox

described in Chapter 3. We make a small switch in notation here to avoid confusion

later. We use a horizontal (E) photon and a vertical (P) photon in the place of the

electron and positron from the introduction (+ → P, − → E). The primary addi-

tion to the previous experimental setup is the weak measurement mechanism. The

horizontal and vertical interferometers overlap until the arms encounter polarizing

beamsplitters (PBS). After this point each of the two photons is in its own spatially

separated interferometer, freeing up the polarization to be used as our pointer for the

measurement of the occupation of a single arm. For example, consider the placement

of a half-waveplate in one of the outer arms, aligned so as to flip the polarization

of a photon passing through it. The polarization of the photon arriving at the dark

port detector then precisely indicates whether it was in the outer path or not. At

the same time, the polarization rotation completely destroys the interference in the

interferometer. To avoid this radical disturbance, rather than flipping the polariza-

tion, we rotate it by only 20◦. The cost is that we can no longer tell which arm a

particular photon detected at the dark port went through with certainty. Instead, we

measure the average polarization rotation at the detector over many trials (i.e. for

many detected photons) to find what fraction of photons passed through that partic-

ular arm. If no rotation is observed then we conclude that there was zero probability

of the photon having been in the arm with the waveplate. Conversely, if we measure

an average rotation of 20◦, we conclude that every photon passed through the wave-

plate. This procedure is a single-particle weak measurement of the occupation of a

particular interferometer arm.

We are also interested in the simultaneous location of the photons. To measure

this we need to perform a two-particle measurement, which, in the von Neumann

measurement model, requires a nonlinear interaction at the single-particle level (see
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Figure 6.2: Experimental setup for weak measurements in Hardy’s Paradox. The
basic setup is the same as in Chapter 3. Modifications are shown in Fig. 6.3.

Chapter 5). This type of interaction is feasible (but still difficult) for particles such

as ions, which have a natural Coulomb interaction. This is the basis of proposal by

Klaus Mölmer in Ref. [163], that as of yet has not been implemented. On the other

hand, in our optical setup a Kerr-type nonlinearity could be used to rotate a “read-

out” polarization by 20◦ if, and only if, the E and P photon simultaneously travelled

through a particular pair of arms. Unfortunately, even in nonlinear crystals single

photons have insignificant nonlinear interactions and so a strategy without a strong

nonlinearity is required. In the last chapter, we showed that if one performed the sim-

ple single-particle weak measurement procedure described above for both the E and

P photons simultaneously, specific correlations in the two polarization rotations are

equal, in general, to the results of the corresponding two-particle weak measurement.

With this measurement strategy, we only require linear optics, namely waveplates,



129

and the ability to measure the following polarization correlation:

Re

σ̂−Ezσ̂

−
Pz

®
= hσ̂Exσ̂Pxi− hσ̂Eyσ̂Pyi , (6.15)

where σ̂−jz = (σ̂jx − iσ̂jz) is the z−basis lowering operator for the j = E or P pho-

tons. All four arms contain half-waveplates, two of which we rotate by 10◦ (ideally

inducing a 20◦ rotation) in order to weakly measure the joint occupation of those

two arms. At both dark port detectors we have polarization analyzers, consisting

of a quarter-waveplate and a polarizer. These allow us to measure hσ̂Exi and hσ̂Pxi ,
which we use to quantify the average polarization rotations, as well as the correlations

specified in Eq. 6.15. Due to polarization-dependent losses and residual polarization

phase-shifts, the actual rotation each waveplate induced varied slightly from 20◦.We

calibrated the waveplates in situ by independently measuring the rotation, hσ̂Exi ,
induced by each (e.g. hσ̂ExiIE indicates the calibration for the waveplate in the in-
ner arm of the E photon interferometer). Another technical complication is that the

final non-polarizing beamsplitters (NPBS) in the two interferometers create extrane-

ous polarization phase-shifts. To compensate for this we also added carefully angled

quartz pieces before and after the NPBSs.

As in all weak measurements, the signal to noise ratio is purposefully small and

requires a large ensemble of photon pairs. In our joint weak measurement procedure,

this is even more of a problem since the signal is now proportional to the coupling

squared. The main purpose of the interferometer stabilization system, described in

the Chapter 3, is to allow for a long period of data accumulation in order to counter

this problem. When measuring the occupation of a particular pair of arms, we first

minimize each of the interferometers, including the switch, and lock them at that

point. This sets up the system so that dark ports will now be looking at the paradoxical

result. Then with the E and P polarization analyzers in one of two positions, +45◦

or −45◦, we measure the four coincidence rates, RP+E+, RP−E+, RP+E−, and RP−E−,
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Figure 6.3: A enlarged version of part of the experimental setup in Fig. 6.2. Weak
measurements of the arm occupations N̂(I(O)+(−)) using half-waveplates. Quartz
pieces (QP) are used to correct for phase-shifts at the the final beamsplitters (BS2).
The interferometers are stabilized by rotating thin glass pieces (PS), described later.
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Coincidence Counts P+ P− Sum
E+ 2261 772 3033
E− 746 115 861
Sum 3007 887

Table 6.2: Raw data for the weak measurement of the occupation of the inner arms

that are necessary to calculate the various expectation values. For example,

hσ̂Exi = RP+E+ +RP−E+ −RP+E− −RP−E−
RP+E+ +RP−E+ +RP+E− +RP−E−

, (6.16)

and,

hσ̂Exσ̂Pxi = RP+E+ +RP−E− −RP−E+ −RP+E−
RP+E+ +RP−E+ +RP+E− +RP−E−

. (6.17)

For every pair of arms, we measure the set of rates four times, to reduce any possible

bias from either any drift of the interferometer locks or from pump laser power. To

find hσ̂Eyσ̂Pyi we use the quarter-waveplate in the analyzer to measure the analogous
rates for the circular polarization basis. We repeat procedure for all four pairs of

arms. The weak values are calculated from the measured polarization expectation

values by normalizing by the induced polarization rotation. For example, for the E

photon inner arm, D
N̂(IE)

E
W
=
hσ̂Exi
hσ̂xiIE

, (6.18)

and the joint weak value to find both particles in the inner arms is,D
N̂(II)

E
W
=
hσ̂Exσ̂Pxi− hσ̂Eyσ̂Pyi

hσ̂xiIE hσ̂xiIP
. (6.19)

6.4 Results

We first examine the raw data and discuss what it suggests about the veracity

of the logical statements in Hardy’s Paradox. In Table 6.2, we present the four

coincidence counts recorded over 420s each in the weak measurement of the occupation

of both inner arms.
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Figure 6.4: Raw data for the weak measurement of the occupation of the inner arms.
The four polarizer settings are cycled through repeatedly to minimize the effect of
drift on the results. Data is taken in 5s intervals, in between which, the interferometer
is stabilized.

Coincidence Counts P+ P− Sum
E+ 556 834 1390
E− 730 583 1313
Sum 1286 1417

Table 6.3: Raw data for the weak measurement of the occupation of the outer arms

The sum of the counts in each row or column is given in the entries at the right side

or bottom of the table, respectively. These sums are equal to what would be detected

at one dark port if an analyzer were not present at the other dark port detector.

Consider these sums for the P photon interferometer Since there are roughly three

times more counts at P+ than at P-, we can say the P photons experienced a large

average rotation. Similar analysis reveals the photons at E also experienced a large

rotation. So far, this is consistent with the IFM results; the photons emerged rotated

so they must have been in the inner arms.

In Table 6.3, we present the analogous coincidence rates for the weak measurement

of the occupation of both outer arms.

If we once again look at the summed coincidences for P, disregarding the position

of E’s analyzer, we see the rates are roughly equal, indicating no polarization rotation.

The same is true for E. Thus, both measurements indicate that each photon was not
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Weak Value N(IP ) N(OP )
N(IE) 0.243± 0.068 0.663± 0.083 0.882± 0.015
N(OE) 0.721± 0.074 −0.758± 0.083 0.087± 0.021

0.925± 0.024 −0.039± 0.023
Table 6.4: A truth table containing the joint and individual experimental weak values
in Hardy’s Paradox

in its respective outer arm, in agreement with the two IFM results. Since neither

photon was rotated, one naturally expects hσ̂Exσ̂Exi should be zero. Surprisingly, it
is instead negative, as if both photons were rotated. Moreover, one of them had to

have been rotated in the negative direction, which is at odds with the fact that both

waveplates are aligned to only induce a rotation in the positive direction.

In Table 6.4, we present the product of the full analysis, the weak measurement

results for the various arm occupations. Note that the final weak values are calculated

for each of the four times the set of rates is measured and then these four results

are averaged. The error is a quadratic sum of the standard deviation and error to

due to counting statistics. The weakly measured occupation of each of the inner

arms is close to one, and close to zero for each of the outer arms, verifying the

IFM results presented in the Hardy’s Paradox chapter. Unlike in the ideal setup

considered by Aharonov, roughly 15% of the photon pairs are not annihilated in

our switch effect. Interpreting it as a probability, the joint weak value for the inner

arms reflects this by indicating the photon pair was present 24% ± 7% of the time.

Furthermore, the joint weak value for the outer arms is negative, as is necessary to

resolve the paradox. Unfortunately, the operational meaning of this negative value is

less clear with our joint weak measurement strategy than with a direct two-particle

von Neumann measurement. For example, for a joint weak value of negative one, the

Kerr nonlinearity mentioned in the experimental section of this chapter would result in

a “readout” polarization rotated in the negative direction by twenty degrees, whereas

for our strategy only certain correlations are negative. Nonetheless, the negative weak
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value we measure ensures that, within the measurement error, the weakly measured

joint occupations sum to give the single arm occupations in the outer cells. In this

sense, the weak measurement results appear to not only verify Hardy’s Paradox, but

also to provide it with a consistent resolution.

6.5 Conclusion

The heart of Hardy’s Paradox is the conflicting classical logic statements about

the location of the particle in each of two Mach-Zehnder interferometers. It is im-

possible to simultaneously verify these statements with typical measurements, since

testing one statement disturbs the system and consequently negates the others. We

attempt to minimize this disturbance by minimizing the interaction used to perform

the measurement. The results of these weak measurements indicate that each of the

logical statements are correct. The results also provide a self-consistent, if unusual,

resolution to the paradox. Since they do not disturb subsequent post-selection of the

systems under study, weak measurements are ideal for the interrogation and charac-

terization of post-selected multiparticle states, such as GHZ or Cluster states, and

processes such as Linear-Optics Quantum Computation. This experiment demon-

strates a new technique that, for the first time, allows for the weak measurement of

general multiparticle observables in these systems.
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Chapter 7

Conclusion

The field of quantum optics is advancing rapidly, partly due to the drive to create

systems and processes suitable for quantum information processing, and partly due

to new insights from the theoretical study of quantum information. In the past

few years, entangled systems of six, ten, and even one hundred photons have been

reported in the literature [175][176][177], and LOQC-style transformations are now

a common way to create novel entangled states [168][169][166]. Most experiments

in photonic quantum information still use downconversion as a source of photons.

But a number of alternatives are becoming viable, such as correlated Stokes and anti-

Stokes radiation from atomic clouds [178][179], single atoms in cavities [180][181], and

quantum dots [182]. Many significant goals are within reach in the immediate future.

The complete KLM proposal has not yet been implemented, and a demonstration of

a basic quantum computing protocol with uses beyond the realm of physics would be

an important milestone.

Through a series of experiments, this thesis outlines several contributions to the

field of quantum optics and its applications. In Chapter 2, in an attempt to investigate

a proposal for strong optical nonlinearities in an atomic medium, we demonstrated

effective nonlinear absorption between two photons. This photon-exchange effect, an

example of a LOQC-style transformation, could be used in high-dimensional quan-
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tum information systems, such as a qudit based on frequency or time bins of single

photons. In Chapter 3 we described an implementation of Hardy’s Paradox, a logical

contradiction that arises from relying on the results of indirect measurements, namely

interaction-free measurements (IFMs). In this implementation, we demonstrated a

novel version of an IFM in which we detected the presence of a photon (only a macro-

scopic object had been detected in earlier attempts). The experiment was the first

application of our innovative single-photon-level absorptive switch, which functions

via quantum interference and post-selection.

In Chapter 4, we investigated the momentum transfer induced by a which-way

measurement in Young’s double-slit experiment. We used weak measurement to

record the initial momentum while post-selecting on a final momentum. This ex-

periment demonstrates how weak measurement can be used to characterize quantum

processes in situ, without disruption. In Chapter 5, we theoretically extended the

weak measurement technique to multiparticle systems, which will allow further re-

search into the large entangled systems now demonstrated in quantum optics. A

first application of this theory is given in Chapter 6, where we used the multiparticle

weak measurement technique to test the contradictory statements in Hardy’s Para-

dox. This is the first example of weak measurement of an entangled system, and the

results provide a consistent resolution to the logical contradiction while characterizing

the entangled state created in the paradox.

Quantum information is moving toward more and more complicated quantum sys-

tems. In optics, it appears that post-selection-driven quantum information processing

will be key to advances in the production of these systems. The research presented in

this thesis has demonstrated post-selection-based devices that could play a role in fu-

ture schemes, and constitutes the first steps toward the theoretical and experimental

development of weak measurement as a tool for investigating quantum systems.
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Appendix A

Conditions necessary for weak

measurement

A complete set of conditions that need to be satisfied for a measurement to be

considered weak are still unknown. However, a few simple cases, such as the basic

von Neumann model are well understood and are reviewed below.

A.1 Pointer width

In the derivation of the weak value, we truncated the post-selected pointer state¯̄
φfi
®
in Eq. 1.33 to first-order in gt. This is only valid if all the higher order terms in¯̄

φfi
®
are small compared to the first-order term. As well, the first-order term must

be small compared to the zero-order term. It follows that the measurement is weak

if

(gt)n

¯̄̄̄
¯hF | Ân |IihF |Ii

∂nφ(x)

∂xn
1

φ(x)

¯̄̄̄
¯¿ gt

¯̄̄̄
¯hF | Â |IihF |Ii

∂φ(x)

∂x

1

φ(x)

¯̄̄̄
¯¿ 1. (A.1)

A similar condition was derived in [73], as a correction to the condition given in an

early paper by Aharonov et al. [94]. For a Gaussian pointer, the condition on the

right becomes
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gt

σ

¯̄̄D
Â
E
W

¯̄̄
¿ 1. (A.2)

Whether a measurement is weak or not depends not only on the uncertainty of the

measurement but also on the average result of the measurement,
D
Â
E
W
. A surprising

corollary of this is that the coupling g can be large as long as
D
Â
E
W
is small. The

condition on the left is more complicated to understand but we can consider two

special cases:

1. If any of the derivatives ∂iφ(x)/∂xi of the pointer wavefunction are discon-

tinuous then the measurement cannot be weak no matter how small the coupling

is.

2. If Â is a projector then Ân = Â, and the left condition is independent of the

weak value. Now, if we assume the pointer is in a minimum uncertainty state then

we can approximate (∂nφ(x)/∂xn) /φ(x) by σ−n, and we see that in this case the left

condition is redundant.

A.2 Pointer shape

Although in the calculation of
D
X̂
E
fi
and

D
P̂
E
fi
we assumed a Gaussian pointer

shape, we also showed
¯̄
φfi
® ≈ T̂ (gtDÂE

W
) |φi, which is valid for any pointer shape

as long as the corresponding wavefunction and its derivatives are continuous. The

pointer interference observed in the Hulet experiment is independent of the actual

pointer shape if these conditions are met: As long as the measurement is weak enough,

the pointer will be rigidly shifted by the weak value.

A.3 Pointer coherence

We now consider the coherence of the pointer. Strong measurement in the von

Neumann model does not require that the pointer is in a pure state. For example,



158

consider a pointer that is in a mixture ρ̂A of pure states. The result of the von Neu-

mann interaction is that each pure state will be shifted according to Eq. 1.24. If the

pointer position probability distribution, P (x) = hx| ρ̂A |xi, is smaller then the shift
induced by the measurement (

q
Tr(X̂2ρ̂A) ¿ gtai) one can deduce with certainty

the result of the measurement for each trial, which is the necessary requirement for a

strong measurement. In contrast, in weak measurement we have seen that the weak

value arises from interference between different shifts of the pointer, and consequently

depends on the coherence of the pointer. Furthermore, a mixed state whose position

probability distribution has a width < σ will necessarily contain a larger momentum

spread then a pure state with the same width. Since the interaction Hamiltonian

Eq. 1.19 couples the system to the pointer’s momentum, the measurement will in-

evitably lead to a larger disturbance to the measured system than would occur from

a standard weak measurement. It follows that for mixed pointer states a sufficient

condition for weak measurement is that

q
Tr(X̂2ρ̂A)¿ gt

D
Â
E
W
¿ ~/

q
Tr(P̂ 2ρ̂A). (A.3)

Of course, if each of the pure states in the mixture satisfy Eq. A.1 then this condition

will also be satisfied.

Surprisingly, although this condition is sufficient it may not be necessary. In Ref.

[66], Lars Johansen considered mixed-state pointers in more detail and found that the

right side of Eq. A.3 was unnecessary if the current density of the pointer vanishes:

hx| P̂ ρ̂s |xi+ hx| ρ̂P̂ |xi = 0, (A.4)

or equivalently,

hx| P̂ ρ̂A |xi =
~
2i

∂

∂x
hx| ρ̂A |xi . (A.5)

He found that if this condition is met, then the probability to find the measured system

in |F i is unchanged by the weak measurement. To understand what Johansen’s

condition implies we consider two simple examples of pointers. For a first example
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we take a pure state pointer, ρ̂A = |ψAi hψA|. In this case, the condition requires that
|ψAi has a constant phase as a function of x, θ(x) (e.g. ψA(x) is positive for all x).

Since momentum is proportional to the derivative of phase, this requirement roughly

reduces to the requirement that the pointer is in a minimum uncertainty state. Now

we consider the next simplest mixed pointer state, ρ̂A = (|ψ1i hψ1|+ |ψ2i hψ2|) /2.
With this state, Johansen’s condition becomes

hx| P̂ (|ψ1i hψ1|+ |ψ2i hψ2|) |xi =
~
2i

∂

∂x
hx| (|ψ1i hψ1|+ |ψ2i hψ2|) |xi (A.6)

hx| P̂ |ψ1i hψ1| |xi+ hx| P̂ |ψ2i hψ2| |xi =
~
2i

∂

∂x
(hx| |ψ1i hψ1| |xi+ hx| |ψ2i hψ2| |xi)

ψ∗1(x)
∂

∂x
ψ1(x)−

1

2

∂

∂x
|ψ1(x)|2 = ψ∗2(x)

∂

∂x
ψ2(x) +

1

2

∂

∂x
|ψ2(x)|2

|ψ1(x)|2
∂

∂x
θ1(x) = − |ψ2(x)|2

∂

∂x
θ2(x),

where ψ1(x) = |ψi(x)| exp(iθi(x)). Surprisingly, each pure state composing the mixed
state need not be real (nor in a minimum uncertainty state!). The current density

from one state can cancel that from the other pure states in the mixture. For example,

the pointers could be identical in shape but moving with equal and opposite velocities

of arbitrary magnitude. Indeed, for a strong measurement this pointer would on

average point to gt
D
Â
E
and its shape would be unchanged. However, since the

pointer has arbitrarily large momentum variance, it clearly need not satisfy the right

side of Eq. A.3.
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Appendix B

The Nth-order joint weak value

with N spin pointers

The following derivation shows how N spin pointers can be used to measure the

Nth joint-weak value of a system. The formalism is essentially the same as the

annihilation-operator based derivation given in Chapter 5 for N position pointers.

Any variables that we do not define here are defined in Chapter 5. We begin with a

von Neumann-style interaction chosen to induce a rotation in a spin pointer polarized

along z-direction,

H = −gÂŜy (B.1)

= i
g

2
Â(Ŝ+z − Ŝ−z ), (B.2)

where Ŝ+z = Ŝx+ iŜy, and Ŝ
−
z = Ŝx− iŜy are the spin raising and lowering operators.

We begin with a single pointer that is in the lowest sz spin state,

|φi = |sz = −si ≡ |0i

|sz = −s+ 1i ≡ |1i .



161

These latter two states are the only states we need to consider in the following calcu-

lations. We call them our basis states. Under the action the von Neumann interaction

the system evolves to,

|ψi → exp

µ−iHt
~

¶
|Ii |φi =

µ
1− iHt

~
− ...

¶
|Ii |φi (B.3)

≈ |Ii |0i+ gt

2~
Â |Ii (Ŝ−z − Ŝ+z ) |0i+ ... (B.4)

The action of the spin raising an lowering operators on the basis states is,

Ŝ+z |0i = ~
√
2s |1i

Ŝ−z |1i = ~
√
2s |0i .

We project out the part of the system that is post-selected in state |F i ,

hF | exp
µ−iHt

~

¶
|Ii |φi = hF |Ii |0i+ gt

r
s

2
hF | Â |Ii |1i+ ... (B.5)

This leaves the state of pointer after the interaction and post-selection which we

renormalize by dividing by hF |Ii ,
¯̄
φfi
®
= |0i+ gt

r
s

2

hF | Â |Ii
hF |Ii |1i+ ... (B.6)

With this we calculate the expectation value of the spin lowering operator to find the

weak value of Â, D
Ŝ−z
E
fi

' gt~shF | Â |IihF |Ii
' gt~s

D
Â
E
w
.

Extending this analysis to a joint-weak measurement, the von Neumann interac-

tion becomes,
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H = −g1Â1Ŝ1y − g2Â2Ŝ2y − ... (B.7)

= −
NX
j=1

gjÂjŜjy (B.8)

=
ig

2

NX
j=1

Âj(Ŝ
+
jz − Ŝ−jz). (B.9)

The initial state of the N spin pointers is,

|Φi =
NY
j=1

¯̄
φj
®
= |0i⊗N . (B.10)

We calculate the state of the combined system after the interaction Hamiltonian is

applied,

|Φi |Ii → exp

µ−iHt
~

¶
|0i |Ii =

µ
1− iHt

~
+ ...

¶
|0i |Ii (B.11)

=

Ã
1 +

gt

2~

NX
j=1

Âj(Ŝ
+
jz − Ŝ−jz) + ...

!
|0i |Ii . (B.12)

Projecting out the part of the measured system that we post-select, we get:

hF | exp
µ−iHt

~

¶
|0i = |0i hF |Ii+ gt

r
s

2

NX
j=1

hF | Âj |Ii |1ji+ ... (B.13)

+

µ
gt

r
s

2

¶N
1

N !
hF |℘

n
Âk
o
N
|Ii |1i+ ..., (B.14)

where |1ji is the state where the jth pointer is in the |sz = −s+ 1i and all other
pointers are in the bottom state |sz = −si; and |1i is the state with all N pointers
in the |sz = −s+ 1i state (eg. |111213..1Ni). We renormalize the resulting pointers
state |Φfii by dividing by hF |Ii ,

|Φfii = |0i+ gt
r
s

2

NX
j=1

hF | Âj |Ii
hF |Ii |1ji+ ...+

µ
gt

r
s

2

¶N
1

N !

hF |℘
n
Âk
o
N
|Ii |1i

hF |Ii + ....

(B.15)
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In addition we define the product of all N spin lowering operators to be,

Ô ≡
NY
j=1

Ŝ−jz, (B.16)

which we call the N-lowering operator. The rightmost term in Eq B.15 is the lowest

order term that does not go to zero when acted on by the N-lowering operator; this

term becomes,

Ô |Φfii = (gt~s)N 1

N !

hF |℘
n
Âj
o
N
|Ii

hF |Ii |0i . (B.17)

Clearly, to lowest nonzero order the expectation value then becomes,D
Ô
E
fi

= hΦfi| Ô |Φfii (B.18)

= h0| (gt~s)N 1

N !

hF |℘
n
Âj
o
N
|Ii

hF |Ii |0i (B.19)

= (gt~s)N
1

N !

hF |℘
n
Âj
o
N
|Ii

hF |Ii . (B.20)

In the usual case, each operator Âj acts on the a different particle, allowing all

the Âj to commute. We can thus write the Nth joint-weak value as,*
NY
j=1

Âj

+
W

=

*
NY
j=1

Ŝ−jz

+
fi

(gt~s)−N . (B.21)
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